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Why Brain Tumor Segmentation?

 Accurate segmentation critical for diagnosis 
and treatment

 Manual segmentation is time-consuming and 
inconsistent

 Need for robust automatic models that 
generalize across MRI modalities
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Key Contributions

 Proposed DE-UNet: U-Net optimized using 
Differential Evolution (DE)

 Automatically tunes hyperparameters: 
learning rate, dropout, batch size, filter size

 Outperforms state-of-the-art models on FBTS 
and BraTS 2021 datasets
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DE-UNet Framework

 Base model: U-
Net with skip 
connections

 DE tunes 4 key 
hyperparameters
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 Optimization minimizes 
composite loss:



Differential Evolution Strategy

 Population-based 
metaheuristic

 Mutation, 
crossover, and 
selection

 10 generations 
with population 
size = 5
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Datasets and Preprocessing

 FBTS: 3064 slices, 3 
tumor types 
(Meningioma, Glioma, 
Pituitary)

 BraTS 2021: 1251 
slices, 4 modalities
(T1, T1-CE, T2, FLAIR)

 Resized to 256×256, 
normalized to [0,1]
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Performance Summary

 FBTS: DSC = 0.9160, JI = 0.8472
 BraTS 2021: DSC = 0.9094, JI = 0.8371
 Consistent gains across all tumor types and modalities

25th International Conference on Computational Science
7-9 July 2025

Singapore



Qualitative Segmentation Examples

FBTS BraTS 2021
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 Red = Ground Truth, Green = Prediction
 Strong boundary alignment, especially in 

T1-CE and FLAIR



DE-UNet vs. State-of-the-Art
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 DE-UNet outperforms models like U-Net, 
DeepLabV3+, UNCE-NODE

 Higher DSC and JI without manual tuning



Conclusion & Future Directions

 DE-UNet provides accurate, robust brain 
tumor segmentation

 Effective hyperparameter tuning across 
modalities

 Future work: hybrid metaheuristics, more 
datasets, clinical deployment
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