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RISC-V architectures

RISC-V is an open standard Instruction Set Architecture (ISA) that enables
the royalty-free development of CPUs and a common software ecosystem

While RISC-V has already become very popular in some elds, like
embedded and edge computing, it has yet to gain traction in
general-purpose computing, including HPC, and Al/M

In particular, recent advances in RISC-V make it a more realistic proposition for HPC
workloads than ever before

At the same time, the performance of publicly available RISC-V CPUs is still behind
even mobile x86 and ARM CPUs, but progress in this area is proceeding at a
signi cant pace

Since the RISC-V software stack includes all the necessary tools for application
development, it is of considerable interest to study porting real-life applications to
computing platforms based on the RISC-V architecture

Knowledge gained in this way will allow application programmers to identify
bottlenecks in existing approaches to mapping and optimization codes for HPC
architectures, considering the characteristics of available computing platforms and
the software stack supporting them
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Motivation and goal of our research

In this paper, we tackle the challenge of adapting HPC
applications to RISC-V architectures for real-world problems with
memory-bound codes, for which memory performance is the
main factor affecting computation time

The application we study as a use case implements the
Multidimensional Positive De nite Advection Transport Algorithm
(MPDATA)

We will perform tests on two available commercial platforms:

Banana Pi BPI-F3 Low-Power Platform
Milk-V Pionier Platform with 64-core Sophon SG2042
Processor
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Banana Pi BPI-F3

Banana Pi BPI-F3 is a industrial grade RISC-V development
board with 4GB 32-bit LPDDR4 SDRAM with 2666Mbps
operation (max 16GB)
It is equipped with RISC-V SpacemiT® X60™ dual-cluster
octa-core processors (2 * 4 cores):

Each core has 32KB L1-1 Cache

Each core has 32KB L1-D Cache

Each cluster has 512KB L2 Cache

Vector Extension: RVV1.0 256-bit

Eight-stage dual-issue

in-order pipeline
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Milk-V Pionier with 64-core Sophon SG2042 Processor

Milk-V Pioneer is a developer motherboard based on the 64-core Sophon
SG2042 RISC-V CPU

It runs at 2GHz and is organized in 16 clusters of four XuanTie C920 cores

Clusters are connected through the network-on-chip (NoC) with a 2D mesh
topology

L1 Instruction Cache - 64KB

L1 Data Cache - 64KB

L2 Cache - 1MB (shared across
a cluster of four core)

L3 Cache - 16GB

12 stages out-of-order multiple-issue
superscalar pipeline

Vector Extension: RVV 0.7.1 128-bit
RAM: 128GB of DDR4-3200 (four DDR4-3200 memory controllers)
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