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Abstract. This paper aims to explore the problem of air pollution fore-
casting, especially the particulate matter (PM) concentration in the air.
Other quantities such as air temperature, atmospheric pressure, and rela-
tive humidity are also considered. Moreover, a large part of the discussion
in this paper can be extended and applied to a variety of other quantities
which are stored and expressed as data series. The goal is to evaluate
different time series forecasting models on a selected air pollution data
set. The proposed model is compared with other implemented state-of-
the-art methods in order to validate whether it could be a reliable pick
for air pollution forecasting problem.
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1 Introduction

Forecasting severe environmental conditions is very useful to protect the health
and well-being of citizens. In general, forecasting atmospheric phenomena is
rather complicated and requires very complex numerical models. On the other
hand environmental pollution is related to human activity, which in some situa-
tions may be easier to forecast with the help of modern algorithms, techniques of
data analysis, and artificial intelligence methods. In the first section we present
the motivation and goal of our research and the related work. The rest of the
paper is organized as follows: section 2 presents the proposed solution and in
section 3 we discuss the obtained results. Section 4 concludes the paper.

1.1 Motivation and goal

The increased air pollution leads to many diseases and premature deaths [32,
20]. The smallest particles, like PM2.5, are the most threatening. The situation
⋆⋆ Acknowledgements: The research presented in this paper was partially financed by

the funds of Polish Ministry of Education and Science assigned to AGH University.
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is even worse in developing countries, which do not pay much attention to that
issue [3].

The environment monitoring stations typically provide only real-time air
quality information, which cannot be used to notify people in advance. Therefore,
the best way to prevent people from entering areas with high concentration of
air pollutants is to forecast the trend of air pollution and alert citizens before the
hazardous situation occurs. However, it is challenging to forecast air pollution
because it is affected by complex factors, such as air pollution accumulation,
meteorology, traffic flow and industrial emissions. It is difficult to obtain sufficient
data to model each factor. Therefore, there is a need to develop better models,
which yields more accurate results.

Main objective of the research is to explore the problem of air pollution fore-
casting, especially the particulate matter (PM) concentration in the air. Other
quantities such as air temperature, atmospheric pressure, and relative humidity
are also considered. The goal is to evaluate different time series forecasting mod-
els on a selected air pollution data set. The proposed deep Echo State Network
(ESN) model is compared with other implemented state-of-the-art methods in
order to validate whether it could be a reliable pick for air pollution forecasting
problem. Moreover, a large part of the discussion in this work can be extended
and applied even further, to a variety of other quantities which are stored and
expressed as data series.

1.2 Literature review

In case of air pollution data, there are basically three types of time series forecast
models that are being used [4]: numerical models, statistical models, and machine
learning models.

Numerical models Numerical models use a range of equations and mathemat-
ical functions to describe and simulate the physical processes that contribute
to air pollution. The Atmospheric Dispersion Modelling System (ADMS) [17,
26] employs a three-dimensional Gaussian model to estimate the dispersion of
pollutants. The California Puff Model (CALPUFF) [23] is a three-dimensional
Lagrangian puff dispersion and transport model which allows to simulate the
discrete and transform processes of matter emitted from a source. It can be
combined with other models to produce better results [1, 27]. The Comprehen-
sive Air Quality Model (CMAQ) [4] is a comprehensive air quality modeling
system that consists of multiple processors and chemical-transport models.

Statistical models Statistical analysis models are a common way of perform-
ing time series forecasting [21]. The Autoregressive Integrated Moving Average
(ARIMA) [25, 16, 2] and The Seasonal Autoregressive Integrated Moving Aver-
age[18, 22] (SARIMA) are models that are widely used for time series forecasting.
The VARMA [33, 9, 10] builds on the principles of VAR [6, 8] models by incor-
porating moving average terms. Forecasting air pollution by applying VARMA
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model yielded better results that ARIMA model [10]. Prophet [28, 24, 31] is an
open-source time series forecasting model. It is designed to handle the complex-
ities of time series data such as seasonality, trends and holidays.

Machine learning models Machine learning models are more difficult to cre-
ate and are more complex but they are able to provide a very accurate and
repeatable predictions [15]. Multilayer Perceptrons (MLP) [7] were used to con-
struct a high accuracy model for predicting air pollution in London. MLP and
LSTM (Long Short-Term Memory) were combined for hourly prediction of PM10
in Lima [5]. Deep spatial-temporal ensemble model coupling many stacked LSTM
models were used by Wang et. al [12] for air quality prediction. Alléon, Antoine,
et al. [13] created a large-scale air quality forecasting model using the Convo-
lutional LSTM (ConvLSTM) network called PlumeNet. Xu, Xinghan et al. [30]
utilized the Echo State Network (ESN) and improved particle swarm optimiza-
tion (IPSO) to forecast PM2.5 concentrations in Bejing. However, their analysis
did not incorporate meteorological data or account for spatial dependencies in
their models.

2 The proposed solution

In this chapter improvements to the typical approach of time series forecasting
are shown along with proposed models architectures. Based on their popularity
in related work the selected models are: state-of-the-art models Long-Short Term
Memory (LSTM), Multilayer Perceptron (MLP), and the Echo State Network
(ESN) model, which this paper aims to evaluate.

A typical approach to time series forecasting is to make models that are
trained on historical data obtained from a single source to forecast future val-
ues. In the case of air pollution forecasting, that approach can be improved in
two ways. First, we propose that air pollution time series forecasting can be
enhanced by incorporating weather forecasts as an additional factor in the pre-
dictive models. Second, we intend to consider that the air pollution is not limited
to a single location but the pollution from one area can impact pollution levels
in other areas. For instance, a strong wind can carry emissions from a different
station, thereby influencing the air pollution levels at the first station. There-
fore, it is also necessary to account for the spatial dependencies and interactions
between different locations when forecasting air pollution values.

2.1 Proposed architecture of the models

Every model is tuned for each of four scenarios:

1. Base - model is trained only on historical air pollution.
2. Meteorological data - model is trained on historical air pollution and mete-

orological data.
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3. Weather forecast improvement - model is trained using historical air pollu-
tion and meteorological data, as well as incorporating additional information
from weather forecasts.

4. Spatial dependencies improvement - model undergoes training using a com-
prehensive data set that includes historical air pollution data, meteorological
information, weather forecasts and additionally data from other stations.

Figure 1 illustrates the common workflow for the entire forecasting process,
which was used for all of the proposed models to forecast PM2.5 values. The
workflow consists of following steps: Collect - air pollution and meteorological
data along with weather forecast data is collected, based on which the mod-
els will be trained; Data fusion - air pollution and meteorological data for one
station, for which the forecasts will be made is fused with air pollution data
from other stations and meteorological data forecast to provide the model with
more context; Data cleaning, transformation and normalization - the process of
preparing the data to be fed into the models. This include operations like remov-
ing outliers, interpolating missing data, normalizing the data and changing the
data format to one that the model will accept and understand as an input; Model
training, evaluation and tuning - feeding the training and test data, parameters
tuning; Forecasting based on input data - validating the model by providing the
input data and comparing the obtained forecasts with ground truth values.

Fig. 1: High level workflow of the whole forecasting process.

ESN architecture which comprises an input node, reservoir node and readout
node. In the first two scenarios, we propose a straightforward architecture, which
includes a single reservoir node and a readout node. The reservoir node is con-
nected to both the input and readout node. In the following two more complex
scenarios, we introduced a deep ESN architecture shown in Figure 2. It incorpo-
rates three interconnected reservoirs, each connected to the input and readout
node.
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The LSTM architecture which is common for every scenario and consists of
five consecutive layers: LSTM layer, droput layer, LSTM layer, dense layer and
reshape layer. Parameters and hyperparameters differ for the scenarios and are
explained in the section 2.2 in more depth.

The MLP architecture which is also common for every scenario and comprises of
five consecutive layers: dense layer, dropout layer, two dense layers and reshape
layer. Parameters and hyperparameters vary across the scenarios.

Fig. 2: The proposed deep ESN architecture with one reservoir node (a) and
three reservoir nodes (b) and with one readout node.

2.2 A sample implementation

This section outlines the practical implementation of the aforementioned method-
ology visualised in Figure 1 which authors used on specific data. This resulted
in the development of models capable of forecasting future air pollution values.

Data collection The AIRLY1 service was chosen as a source of air pollution
data. It is an organization that monitors and gathers air pollution and meteoro-
logical data across Europe, including Poland and Krakow city, North America,
and South-East Asia. The data collection process utilizes a network of sensors
distributed in various locations. These measurements are subsequently transmit-
ted to a central server and stored in a database.

A Python script was developed to collect the data by making requests for the
previous 24 hours’ worth of data from 194 stations in and around Krakow. The
data used in this study spans from 11th March 2022 to 16th March 2023, provid-
ing a substantial timeframe for analysis. The whole data set contains 1635934
single measurements from all stations.

Data description Each measurement in the data set comprises the hourly
average values of the following variables: date time of the start and end of the
measurement [yyyy − mm − dd hh : mm : ss], PM1, PM10, PM2.5 [µg/m3],

1 https://airly.org/
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temperature [◦C], pressure [hPa], humidity [%], wind speed [m/s] and wind
bearing [azimuth]. There is also information about station id, longitude and
latitude.

The further analysis primarily focuses on a specific station with ID 1026,
located close to the city center of Kraków, Poland. The measurements from
that station have no outliers and have a low number of missing values. Total of
8760 samples are available for that station and a statistical description of the
measurements from that station are shown in Table 1.

Variable Unit Min Max Mean Standard devia-
tion

PM1 µg/m3 0.03 66.27 12.32 8.92
PM10 µg/m3 0.31 129.08 24.48 19.01
PM2.5 µg/m3 0.15 101.96 18.12 14.02
Temperature ◦C -16.35 34.58 10.55 8.49
Pressure hPa 988.35 1041.88 1015.75 8.66
Humidity % 28.93 100 72.12 11.83
Wind speed m/s 0.26 40.71 10.17 6.25
Wind bearing azimuth 0 359.98 193.62 94.43

Table 1: Statistical description of data obtained from station with ID 1026.

Data cleansing The FBEWMA (forwards-backwards exponential weighted
moving average) was employed for outlier detection and removal [11]. The method
was appropriately adjusted and consists of the following steps:

– Removing measurements that exceed the maximum or minimum value de-
termined based on domain knowledge.

– Calculating FBEWMA for the whole time interval and determining the
threshold value used to remove the measurements.

– Calculating the distance between FBEWMA and measurement value and
removing measurements that exceed the determined threshold.

Out of the total 8760 samples, 25 of them were found to be invalid due to null
values, and there were 115 missing measurements (gaps) in the data set [19]. To
address these gaps and create a continuous set of measurements, rows with all
values set to null apart from date and time were inserted into the data set for
all missing points.

Data exploration No apparent trend was evident for any of the features. The
data comes from human activities that disrupt natural processes and therefore
we do not check nor assume a normal distribution of samples. However, daily
seasonality was visible in all features except for pressure. Additionally, both PM
and temperature values exhibit yearly seasonality. One interesting observation
can be spotted in Figure 3. As the temperature and wind speed value rise, the
PM values evidently decrease. Those two features are strong candidates for being
included in the training set.

Seasonality Analysis Fast Fourier Transform (FFT) was utilized to extract
important frequencies from the PM2.5 time series. The peak frequencies were
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Fig. 3: PM2.5, temperature and wind speed on the same chart for data obtained
from station with ID 1026.
detected near one year and one day, which corresponds to the information ob-
tained from visual examination during data exploration. Subsequently, seasonal
decomposition was conducted using the the day frequency.

Stationary assessment Two tests were performed to assess stationarity: the
ADF test for difference stationarity and the KPSS test for trend stationarity.
In order for the time series to be both difference and trend stationary, the null
hypothesis should be rejected in the ADF test and not rejected in the KPSS test.
The null hypothesis is rejected at a significance level of less than 5% when the
test statistic value is smaller than the critical value. Table 2 shows that the null
hypothesis is rejected in the ADF test for all variables, while the null hypothesis
is not rejected in the KPSS test for all variables except for pressure.

ADF KPSS
Variable Test statistic 5% critical value Test statistic 5% critical value
PM1 -7.93 -2.86 2.21 0.463
PM10 -7.86 -2.86 1.95 0.463
PM2.5 -7.71 -2.86 2.48 0.463
Temperature -3.16 -2.86 7.16 0.463
Pressure -7.25 -2.86 0.08 0.463
Humidity -9.81 -2.86 0.54 0.463
Wx -12.19 -2.86 1.7 0.463
Wy -8.9 -2.86 0.74 0.463

Table 2: Results of ADF and KPSS tests.

Correlation analysis The autocorrelation analysis of the PM2.5 feature re-
vealed that current points are significantly influenced by the previous 12 points,
with a correlation strength exceeding 50% . Based on this information, the model
is initialized to consider the last 12 previous points as a starting value for model
learning. Furthermore, the autocorrelation analysis unveils a daily seasonality in
the data, as evidenced by peak correlation values at the 24th, 48th, 72nd and
96th points, which furthermore confirms that assumption obtained from previous
methods.

The Pearson correlation between PM features and rest of the features for
data obtained from station with ID 1026 is shown in Figure 4. The correlation
was the strongest for temperature and for wind speed, indicating a strong re-
lationship. The correlation is relatively lower for humidity and pressure, and
the wind bearing shows the lowest correlation. The correlation value is almost 1
between all PM features, thus indicating a very significant dependency.
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The spatial correlation between PM2.5 for data obtained from station with
ID 1026 and PM2.5 for data obtained from other stations decreases linearly as
the distance increases.
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Fig. 4: a) Pearson correlation matrix of features obtained from station ID 1026.
b) Pearson correlation of PM2.5 data between station ID 1026 and other stations.

Data normalization For both the LSTM and MLP models, the data was
normalized by min-max scaling to a range between 0 and 1. The data for ESN
was scaled using z-score scaling to improve performance.

Feature engineering and selection The following new features were intro-
duced: x and y wind speed vector components, day and year signal, and weekend
flag. Based on the analysis, we chose the features included in the training set for
every testing scenarios.
– First scenario - PM2.5, day signal, year signal, weekend flag
– Second scenario - PM2.5, day signal, year signal, weekend flag, temperature,

pressure, wind speed x vector component and wind speed y vector component
– Third scenario - PM2.5, day signal, year signal, weekend flag, temperature,

pressure, wind speed x vector component and wind speed y vector compo-
nent. Forecast values of temperature, pressure, wind speed x vector compo-
nent and wind speed y vector component

– Fourth scenario - PM2.5, day signal, year signal, weekend flag, temperature,
pressure, wind speed x vector component, wind speed y vector component,
PM2.5 of correlated stations. Forecast values of temperature, pressure, wind
speed x vector component and wind speed y vector component. Only the
stations with the correlation coefficient greater than 0.6 and with low amount
of invalid data were chosen.

Forecasting models creation and optimization The forecast is made 6
hours ahead for PM2.5 value for the target station with ID 1026 utilizing multi-
step forecasting approach. The data was split into training, validation and test
set in standard 80% : 10% : 10% ratio. The hyperparameters were tuned by
utilizing random search and manual tuning. Models are presented with the best
achieved configuration. We implemented the models in Python, utilizing the
TensorFlow and ReservoirPy libraries.
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Forecasting models testing and final evaluation In the final step of the
process, the models were tested using the data from the test set. This testing
phase was conducted for each model and each scenario. The performance of the
models was evaluated and compared using two commonly used metrics: Mean
Squared Error (MSE) [29] and R-squared score [14].

3 Results

This section is an overview of the final performance results for all models across
all testing scenarios.

3.1 First scenario: base scenario

In this scenario, all models are trained on 12 previous hours of PM2.5 value,
day signal, year signal and weekend flag to forecast future 6 hours of PM2.5
value. For every hour of forecast, the MSE values, R-squared scores, and the
percentages of forecasted value points for which the distance from the ground
truth is less than 10% of maximum value of the test set are shown in Table 3.

Model 1h 2h 3h 4h 5h 6h
MSE

ESN 11.9 34.35 56.34 76.99 98.27 119.13
LSTM 14.18 37.36 62.26 87.9 113.37 136.3
MLP 14.71 34.37 56.05 78.32 100.02 119.02

R-squared
ESN 0.96 0.88 0.82 0.75 0.67 0.59
LSTM 0.95 0.86 0.77 0.66 0.55 0.45
MLP 0.94 0.87 0.78 0.68 0.59 0.52

Percentage of points
ESN 97.58 89.4 82.03 75.35 70.62 66.94
LSTM 96.27 88.56 81.09 72.35 66.51 58.46
MLP 95.92 89.15 81.56 75.14 71.06 68.84

Table 3: MSE values highlighted in red are the smallest for given hour. R-squared
values and percentage values highlighted in red are the greatest for given hour.

In the base scenario the ESN model demonstrates superior performance com-
pared to other models. It achieves the highest R-squared scores and percentage
of points close to ground truth for all forecast hours. It also achieves the lowest
MSE for all forecast hours, except for the third hour.

3.2 Second scenario: meteorological data scenario

The models in this scenario forecast 6 future hours of PM2.5 value based on 12
past hours of PM2.5 value, day signal, year signal, weekend flag, temperature,
pressure, wind speed x vector component and wind speed y vector component.
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Model 1h 2h 3h 4h 5h 6h

MSE
ESN 15.42 31.64 46.48 62.33 73.99 83.28
LSTM 20.07 34.37 46.24 59.77 72.06 83.18
MLP 17.53 32.76 49.26 66.24 79.34 92.32

R-squared
ESN 0.95 0.89 0.85 0.78 0.74 0.70
LSTM 0.93 0.86 0.82 0.77 0.72 0.69
MLP 0.94 0.87 0.8 0.73 0.68 0.63

Percentage of points
ESN 95.50 89.98 84.36 76.72 73.37 70.63
LSTM 95.57 90.09 86.35 80.23 77.65 73.98
MLP 95.79 90.08 83.43 78.92 73.91 71.81

Table 4: MSE values highlighted in red are the smallest for given hour. R-squared
values and percentage values highlighted in red are the greatest for given hour.

The MSE values, R-squared scores, and the percentages of forecasted value
points for which the distance from the ground truth is less than 10% of maximum
value of the test set are shown in Table 4.

For the second scenario the LSTM model yields the best results. It has the
highest percentage of forecast points close to the ground truth, except for the
first hour. Additionally, the MSE is the lowest for the last four forecast hours
when using the LSTM model. Only the R-squared score is greater for all forecast
hours for the ESN.

3.3 Third scenario: weather forecast improvement scenario

In the third scenario, the models are trained to forecast the future values of
PM2.5 for the next 6 hours based on the previous training set extended with
weather forecast data. Features used for training include the 12 previous hours of
PM2.5 values, day signal, year signal, weekend flag value, temperature, pressure,
wind speed x vector component and wind speed y vector component as well as
the 6 future points of temperature, pressure, wind speed x vector component,
and wind speed y vector component.

The MSE values, R-squared scores, and the percentages of forecasted value
points sufficiently close to the the ground truth are shown in Table 5.

For the third scenario the LSTM model again yields the best results. It has
the highest percentage of forecast points for which the distance between the
ground truth and forecast value is less than 10% of the maximum for all forecast
hours. The MSE is the lowest for the last three forecast hours when using the
LSTM model. Only the R-squared score is greater for almost all forecast hours
for the ESN model.

3.4 Fourth scenario: spatial dependencies improvement scenario

In the last scenario PM2.5 data from other correlated stations was added to
the training set. Thus the features used for training include the 12 previous
hours of PM2.5 values, PM2.5 values obtained from 11 correlated stations, day
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Model 1h 2h 3h 4h 5h 6h

MSE
ESN 16.62 34.23 50.05 60.53 72.79 82.01
LSTM 22.31 34.94 47.69 56.42 65.9 74.23
MLP 16.74 32.91 50.51 63.38 78.89 90.02

R-squared
ESN 0.95 0.89 0.84 0.79 0.75 0.71
LSTM 0.92 0.84 0.80 0.78 0.74 0.72
MLP 0.91 0.83 0.76 0.70 0.66 0.60

Percentage of points
ESN 95.73 88.74 81.56 79.72 75.34 72.93
LSTM 95.80 90.43 85.41 80.51 77.82 74.09
MLP 93.23 87.04 81.68 79.65 75.73 73.75

Table 5: MSE values of forecasts for the third scenario for every hour. MSE
values highlighted in red are the smallest for given hour.

signal, year signal, weekend flag, temperature, pressure, wind speed x vector
component and wind speed y vector component, as well as the 6 future points of
temperature, pressure, wind speed x vector component, and wind speed y vector
component.

The MSE values, R-squared scores, and the percentages of forecasted value
points sufficiently close to the the ground truth are shown in Table 6.

Model 1h 2h 3h 4h 5h 6h
MSE

ESN 19.04 36.38 53.46 65.22 77.34 90.22
LSTM 19.96 37.38 49.64 61.29 73.07 78.90
MLP 20.83 41.71 54.95 68.65 83.81 93.60

R-squared
ESN 0.95 0.87 0.79 0.72 0.69 0.66
LSTM 0.92 0.86 0.81 0.76 0.70 0.66
MLP 0.92 0.81 0.72 0.66 0.62 0.58

Percentage of points
ESN 95.65 87.56 76.95 72.39 67.70 64.63
LSTM 95.12 86.55 82.39 76.42 73.21 70.84
MLP 93.51 86.63 78.06 75.14 74.03 72.62

Table 6: MSE values of forecasts for the fourth scenario for every hour. MSE
values highlighted in red are the smallest for given hour.

For this scenario, overall, the LSTM model again yields the best results. It
achieves the highest R-squared scores for the last four forecast hours and the
highest percentage of forecast points where the distance between the ground
truth and forecast value is sufficiently small. Furthermore, the LSTM model
exhibits the lowest mean squared error (MSE) for the last four forecast hours.

3.5 Comparison

From the analysis of the tables 3, 4, 5 and 6, several observations can be made.
For the last three forecast hours the third scenario stands out with the LSTM
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model achieving the lowest MSE and the highest percentage of forecast points
within the desired range. On the other hand, the ESN model performs the best
in terms of R-squared scores for the same hours.

However, for the first three hours, the metrics are better for the first three sce-
narios. This suggests that incorporating weather forecast data into the training
set improves the model’s ability to forecast long-term values (last three hours),
but it may have a negative impact on forecasting the first three hours.

Another interesting finding is that for none of the forecast hours or metrics
the fourth scenario performs the best. This could be due to the simplicity of the
models in handling both temporal and spatial dependencies, as well as the large
number of features in this scenario.

Overall, these results highlight the importance of considering the specific
requirements and characteristics of the forecasting task when selecting and de-
signing the appropriate model and training set.

3.6 Forecasting visualization

The visualizations of forecasts of PM2.5 values for the third scenario three hours
in the future compared to ground truth values from validation set are presented
in Figure 5 for visual overview purposes. Every point on the graph is a single
forecast of PM2.5 value for three hours in the future based on 12 points of input
data (each point consisting of the features of third scenario described in 2.2
Section) compared to the PM2.5 ground truth value.

a) b)

c)

Fig. 5: Forecasts of PM2.5 values for three hours in the future obtained from a)
ESN, b) LSTM, c) MLP model.
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4 Summary and future work

4.1 Designed models and methods

The ESN model performed very well in terms of speed, outpacing both the
LSTM and MLP models while maintaining relatively satisfactory performance.
The ESN model was almost 60 times faster in fitting the data compared to
the LSTM model and 5 times faster than MLP model for the third and most
favorable scenario. However, when considering the forecast evaluation metrics,
the LSTM model achieved the best results, while the MLP model exhibited the
poorest performance.

Training the models solely on historical PM2.5 data yielded satisfactory re-
sults for the short-term forecasts. However, for long-term forecasts, the per-
formance deteriorated significantly. By incorporating additional meteorological
data in the second scenario the long-term forecasts improved.

Furthermore, the inclusion of weather forecast data further enhanced the
long-term forecasting capabilities. However, incorporating spatial dependencies
actually led to a decrease in the performance of all models. This suggests that
the designed models might be too simplistic to effectively capture and utilize
spatial and temporal features in the data simultaneously.

The obtained results from the models can be regarded as highly satisfactory,
as clearly demonstrated by the visual comparison between the forecasted values
and the ground truth. The visualizations validate the effectiveness of the models
in forecasting the target variable (PM2.5 values) and highlight their potential
for practical applications.

Overall, the ESN model presents a promising alternative to state-of-the-art
methods by significantly reducing the fitting process time compared to other
models, while achieving a comparable forecast performance. The results are spe-
cific to a particular geographical region, period of time, and measurement condi-
tions. Therefore it is very difficult to perform a qualitative comparison between
our results and presented by authors from different areas.

4.2 Improvements

To further enhance the modeling process, it is advisable to develop more complex
models capable of effectively capturing both temporal and spatial dependencies
within the data. One approach is to design a more sophisticated models with
more layers and longer training time. Another approach to achieve this is by
implementing ensemble learning, where multiple models are combined to leverage
their individual strengths. In this context, one model can be specifically designed
to capture temporal dependencies, while another model can focus on spatial
dependencies.

By integrating these two models through ensemble learning techniques, such
as model averaging or stacking, it becomes possible to leverage the collective
intelligence of both models and potentially achieve superior performance. This
approach takes advantage of the complementary nature of temporal and spatial
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information, allowing for a more comprehensive understanding of the underlying
patterns and dynamics in the data.

In addition to model complexity, allocating more computational resources
can enable more extensive model tuning. This involves exploring a wider range
of hyperparameter configurations and optimizing the model settings to achieve
the best possible performance.

In future work, there are several areas to explore for enhancing the models
and their applications. The presented approach can be extended and evaluated
for other quantities apart from PM2.5, such as NO, NO2, SO2 or O3. Another
aspect is to investigate alternative methods for selecting stations, such as em-
ploying Granger causality analysis. This might help identify influential stations
better than Pearson Correlation. Additionally, expanding the dataset by collect-
ing real-time weather data alongside air pollution and meteorological data, thus
making the training data set larger can potentially lead to better forecasts.
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