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Abstract. Given the fragile, stochastic and time critical nature of quan-
tum communication systems, it is useful to analyse them with the rigour
of formal methods. However, computationally expensive methods like ex-
act probabilistic model checking do not scale with the size of the quantum
network. In this work, we analyse entanglement swapping, an important
primitive in quantum networks, using statistical model checking. We in-
vestigate the robustness of entanglement swapping against important
parameters like longevity of quantum memory, success probability of en-
tanglement generation and Bell State Measurements, and heterogeneity
of the quantum network nodes. We demonstrate the usefulness of the
approach using the MultiVeStA statistical model checker and the Se-
QUeNCe quantum network simulator.
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1 Introduction

While quantum communications promise to be (unconditionally) secure, they
involve transfer of fragile qubits across long distances. While transmission of
classical bits over large distances is relatively easy, some peculiarities of quantum
mechanics like the no-cloning theorem precludes the use of conventional classical
repeater and signal boosting approaches.

Fortunately, it has been shown that quantum repeaters are possible to en-
visage, building upon the so-called entanglement swapping protocol [32,7,14].
Indeed, this forms the basis of future quantum networks [30]. This protocol al-
lows (geographically distant) distant nodes to share maximally entangled pairs
(also called EPR pairs: see Section 2 for a brief introduction) via intermediate
quantum repeaters. Once this is achieved, several protocols like teleportation of
quantum information are possible between the quantum nodes [§].

At an abstract level, a quantum network can be represented by an undirected
graph with the nodes called quantum nodes—we do not distinguish between “end
nodes” and intervening repeaters. The edges represent a quantum channel, say
a fibre optic channel, between two quantum nodes. A physical qubit can be
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transmitted from one node to another directly if and only if they are adjacent
quantum nodes.

Let us consider the simple case of three nodes a, b and ¢ where «a is adjacent to
b and b is adjacent to ¢, but not a. To distribute an EPR pair between a and ¢, the
following two steps need to be performed. First, an EPR pair each is generated
between a and b, and b and ¢ through the physical quantum channel. Then, a Bell
State Measurement (BSM) performed at b, to convert the a—b and b—c EPR pairs
to an a — ¢ EPR pair. This sequence of operations can be extended in principle
to arbitrary path lengths. Once a route (cf [21,25,9,10]), that is, a path from
source to destination quantum nodes, is determined on the quantum network,
the main challenge is to establish end-to-end entanglement through entanglement
swapping. However, as we will see, entanglement swapping over long paths itself
presents several design and implementation challenges. Therefore, we focus on
issues pertaining to entanglement swaps along line graphs in this work.

Components of quantum communication systems are difficult to build as of
today. For example, for the system to be of use practically, quantum memory
(that is, registers of qubits) of reasonable longevity is needed—at least of the order
of a few minutes. Secondly, quantum operations like unitary gates and measure-
ments need to be performed on the qubits. These operations are currently very
error-prone and in general stochastic in nature. Finally, these protocols involve
classical communications as well. This also brings into play synchronization is-
sues. As such, design and implementation of these systems is not straightforward.
Specifically, it is not easy to decide whether a given configuration and figure of
merit of the system can yield desired performance, in terms of parameters of
interest. Examples of such parameters include success probability of sharing an
entangled pair between two nodes of the quantum communication network within
a stipulated time. More importantly, synchronization properties and scheduling
in the context of heterogeneous nodes need to be investigated.

Formal methods, in particular (probabilistic) model checking techniques, of-
fer an approach for analyzing such (stochastic) systems [5]. Indeed, the use of
formal methods to study correctness of quantum programs is catching on [17,
20, 18]. Even quantum cryptography protocols have been subjected to analy-
sis through formal methods [6,15]. Desu et al. showed an approach to study
quantum communications for timeliness through Probabilistic Timed Automata
(PTA) and Probabilistic Timed Computational Tree Logic (PTCTL) [12]. Un-
fortunately, state space exploration based exact model checking approaches are
computationally expensive and do not scale well [16, 24]. Moreover, the modeling
effort is non-trivial.

Statistical Model Checking (SMC) offers an inexpensive alternative, with
the facility of using a (discrete event) simulator for a model of the system be-
ing analyzed [2,28,27,23]. Assuming that the simulator is faithful to the actual
stochastic system in the relevant parameters, and a probability measure is well
defined on its runs, it is a good substitute for the actual system. In these cir-
cumstances, it can be subjected to analysis through Statistical Model Checking
and the results can be thought of holding for the actual system.
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Fortunately, while development of quantum communication hardware has
been somewhat slow, there has been significant progress in the design and im-
plementation of sophisticated quantum networks simulation software [11, 13, 31].

In this work, we explore SMC for studying quantum communication systems.
We use the MultiVeStA model checker [26] in conjunction with the quantum
network simulator SeQUeNCe [31]. Our contributions are two-fold:

— We integrate MultiVeStA with SeQUeNCe to perform statistical model check-
ing on quantum network protocols—we discuss some important aspects of this
integration. We make the integration software available at [1] for further use
by Quantum Networks researchers and developers.

— We perform an extensive study of some queries that we think are impor-
tant for understanding entanglement swap protocols in quantum networks.
The study yields interesting insights. The queries that we discuss have the
following (not mutually exclusive) objectives:

e comparison with Probabilistic Timed Automata model based results of
Desu et al [12].

e some additional queries on swap scheduling that are of interest.

e a query on entanglement swap synchronization that is not only of ex-
treme importance but also shows the usefulness of the tool-chain in per-
forming complex analysis through nested queries.

We hope that this work and the tool-chain reported will kick-start a greater
effort in analyzing quantum communication protocols and hardware performance
through model checking.

The rest of the paper is arranged as follows. We discuss briefly the necessary
preliminaries in the next section. In Section 3, we describe the integration of the
statistical model checker and the quantum network simulator. Section 4 discusses
the results in detail and the insights that they provide. We conclude the paper
in Section 5 with a discussion of some future directions.

2 Relevant Preliminaries and Previous Work

We assume a basic familiarity with quantum mechanics, like the state, evolution
and measurement postulates [22]. In this work, we will be particularly interested
in the “maximally entangled" EPR pair, or simply EPR pair defined by the

|00)+[11)
quantum state vector VR

As mentioned in the previous section, the central objective in quantum net-
works is to distribute an EPR pair between two quantum nodes. While this is
straightforward for adjacent nodes, entanglement swapping helps in achieving
this objective between non-adjacent nodes. The protocol proceeds as follows.
Consider a line graph quantum network with three nodes a, b and c¢. The nodes
a and b are adjacent to each other in the sense that they share a link over which
qubits can be transported without any loss. They generate and share the (max-

[040p)+[1a1s)
V2

imally entangled) EPR pair . Similarly, b and ¢ are adjacent to each
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other and share w. Thus, the node b has two qubits, one from the EPR

shared with a and one with b. As per the entanglement swapping protocol b per-

forms a Bell State Measurement [7] on these two qubits, yielding %7

an EPR pair shared between a and c.

If the quantum memory of even one of two nodes that share an EPR pair is
not long-lived, the EPR pair itself is not long-lived. Thus, we can associate the
notion of quality with such an “EPR edge’-the ability to sustain an EPR pair
for long duration. The entanglement swap protocol is error-prone due to several
reasons. For the simplest case discussed above, it depends on the quality of a —b
and b — ¢ EPR edges. Similarly, it involves unitary gates like the single qubit
Hadamard gate and the two qubit CNOT gate, and a measurement operation,
the implementation of which is also error-prone.

Considering this, a rigorous analysis of a system model has the potential to
yield deeper insights into design and implementation, and fine tuning of system
parameters. Example analyses possible for entanglement swapping are as follows:

— External behaviour: The most important metric for users and applications
on quantum networks is the time-limit p within which the EPR pairs are dis-
tributed: Does the hardware and software configurations have the capability
of sharing an EPR pair between two nodes of a quantum network within y
time-steps?

— Internal behaviour: (a) How does the success probability improve with quan-
tum memories of increasing longevity? (b) A network designers’ primary task
is to find optimal hardware and software parameter values for components
according to their use case. For example, how many EPR pair generation at-
tempts have to be made between nodes of low coherence (informally, fidelity
or closeness to the original quantum state) time quantum memories, when
compared to nodes of high coherence time quantum memories, to obtain a
similar end-to-end EPR distribution probability? This provides network de-
signers with insights about the trade off between the lifetime of quantum
memories and retrial attempts and therefore time-limit to be allocated to
different parts of the network. (¢) Entanglement swap along a path entails
scheduling the swaps at different nodes. What sequence of swaps gives the
best success probability of sharing end-to-end entanglement? Given that all
quantum nodes may not be equal in their properties like availability at a
particular instant and memory lifetimes, is it possible to perturb the sched-
ules with reducing success probabilities by too much? (d) Given the time
criticality of the quantum operations, parallel sub-operations can cause syn-
chronization errors. For example, for a Bell State Measurement to be per-
formed at quantum node b, both a — b and b — ¢ EPR pairs need to have
been created within a short time-gap of each other. What is the probability
that this indeed happens?
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2.1 (Statistical) Model Checking

Model checking offers a powerful tool for performing this kind of analysis. Given
a mathematically precise model of the system, the problem is to automatically
check if it satisfies a property that is also specified formally as a statement
in an appropriate logic [5]. Indeed, Desu et al [12] employ such a technique
to study quantum networks. Modeling the quantum network as a network of
Probabilistic Timed Automata and specifying properties in Probabilistic Timed
Computational Tree Logic, they report a simple timing analysis of the sys-
tem using PRISM [19] and validate it using the quantum network simulator
SeQUeNCe [31]. However, in general, exact model checking for Probabilistic
Timed Automata is notorious for being computationally expensive ~EXPTIME-
complete even for two clocks [16]. Moreover, as the system grows larger and more
complex involving more features, modeling it as Probabilistic Timed Automata
also becomes difficult.

Statistical model checking provides an alternative. Given an executable model
of a stochastic system, Statistical Model Checking involves generating a Monte-
Carlo sample of the runs of the model and evaluating a property of interest
stated in an appropriate system of logic on each run. The number of runs is
decided so as to allow the size of the (1 — a) * 100% confidence interval to be
within d/2 distance of the estimated mean, for some chosen a and d [28, 27, 2].

MultiVeStA is a statistical model checking tool, which builds on a series of
such tools. VeSta [29] supported a variety of modeling formalisms like (discrete
and continuous time) Markov chains and the executable specification language
PMaude for probabilistic read-write theories [3]. Further, not only were speci-
fication languages like PCTL supported, but also the QUAntitative Temporal
EXpressions language (QuaTEx). The only requirements are that discrete event
simulations can be performed on the models and the probability measures are
well defined on the paths of the model. PVesTa provides supports for paral-
lelism [4]. MultiVeStA provides for direct integration with discrete event sim-
ulators and supports counter-factual analysis [26]. The specification language
MultiQuaTEx is a minor variant of QuaTEx.

2.2 SeQUeNCe

SeQUeNCe [31] is an open source discrete event quantum network simulator
that aims at realistic simulation of quantum hardware and provides a suite of
pre-built quantum networking protocols. It follows a layered architecture where
each layer is implemented as a separate module.

It has a dedicated hardware layer that provides simulation components such
as light sources, quantum memory and photon detectors. On top of the hardware
layer, it provides an entanglement layer which includes protocols for entangle-
ment generation, purification and swapping. SeQUeNCe also provides a network
management module that performs routing to obtain an entanglement swap path
between a source and destination and reservation to reserve the resources along
the path for a request. SeQUeNCe provides other modules for quantum state
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management, circuit execution, and event creation and execution during the
simulation.

3 Integrating MultiVeStA with SeQUeNCe

MuiltiVeStA SeQUeNCe

Input: Query Q TimeLine: Stores and Executes
e Discrete Events in the Simulation
Runs One Step of Simulation Variables Topology
T~ Simulation are exposed through run_step(): runs one event

Timeline and Topology | in the simulation
Fetches values of 1o Model

‘observations using rval() | simulation .
Variables Initialize Simulation
with Parameters

Estimates Query using
the fetched Observations Simulation nstance
(Timeline, Topology)

returned to Model
Integrator

reate Si

(seed)

Pt i lion() _one_step()

returns value of the Simulation
rval(k): k is a unique Variable associated with k

integer associated [ o
with a simulation val(0) | Timeline.time(), gives the
String allows us to create custom | | variable/observation simulation time

directives. Al such directives used wal(3) | issi
by us are mentioned below

omplete(): returns
True if simulation is complete

’ i 1, n2): returns
ENTANGLED: (n1, n2) true if n1 and n2 are Entangled

SwapFailed(c): returns true if ¢
'swap failures have occurred
numRetrials(n1, n2): returns
RETRIALS: () number of EPR generations
attempted between n1 and n2
fidelity(n1, n2): returns the
FIDELITY:(n1, n2) fidelity of the EPR pair shared
between n1 and n2

SWAP_FAILED: (c)

More such custom directives
can be created

Fig. 1: Integration of MultiVeStA with SeQUeNCe

Fig 1 shows a high-level block diagram of the integration of MultiVeStA
with SeQUeNCe. Briefly, we need to write two modules: the Integrator and the
Model. MultiVeStA accesses SeQUeNCe through the Integrator to initialize, run
the simulations and access the values of simulation variables. The Integrator im-
plements a MultiVeStA specified function called rval() that fetches the values
of the simulation variables that are required to evaluate the queries, through
the interface called Model. We also introduce custom Directives of the form of
“ACTION : (argl,arg2,...,argN)” through the String arguments of rval().
These are extensible and new directives can be added depending on the require-
ments of the user. Please see the github repository for details [1].

4 Queries and Results

4.1 Experimental Setup

To demonstrate and exposit on different queries, we report experiments on linear
topologies of three and five nodes and demonstrate how MultiQuaTEx queries
can be used to obtain state information about the quantum network at any given
time. To illustrate scalability, we use longer line graphs of up to hundred nodes.
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The metric of primary importance is the success probability of end-to-end
entanglement. We vary various parameters and study their impact on this overall
probability. We choose the same quantum channel attributes as in [12]:

quantum channel between adjacent nodes: 50km
attenuation of quantum channel: 0.2 dB/km
classical channel delay for adjacent nodes: 1ms
classical channel delay for path length 2: 2ms
quantum channel frequency = 100 GHz.

We focus on the following parameters in our model:

7 is the lifetime of quantum memory

p is the time-limit within which an EPR pair should be shared between the end nodes
Pgen is the success probability of EPR pair generation between neighbouring nodes
Pbsm 1S the success probability of bell state measurement

retrial_limit is the maximum number of times an operation can be attempted

In some experiments described in the next section we compare the results of
MultiVeStA queries with earlier results of [12]. In such cases, we use the time
tgen taken for EPR generation between neighboring nodes to translate the time
units between the MultiVeStA-SeQUeNCe implementation and the PTA model.
In our MultiVeStA-SeQUeNCe experiments ¢ gc,, is 0.002 seconds and in the PTA
model it is 5 time units. Therefore 0.002 seconds of the MultiVeSt A-SeQUeNCe
experiments are equivalent to 5 time units of the PTA model. We run MultiVeStA
with the following parameters for all the experiments:

a (of the confidence interval) = 0.05
d (of the confidence interval)= 0.1
batch size = 100

4.2 Impact of time-limit (u) on the success probability

Given a quantum network, a user would wish to ascertain if the hardware, soft-
ware and the configurations are such that it is possible to distribute an EPR
pair within a stipulated time. The MultiQuaTEx query that corresponds to
this, is shown in the listing below. We consider a simple network of three nodes
a, b and c and seek to distribute an EPR pair between nodes a and c¢. While
this can be easily extended to longer paths, we stick to three nodes because of
ease of explanation and comparison with a previous work that report similar
experiments [12]. It shows a parametric query that estimates the probability
of distributing an EPR pair between the nodes a and ¢ by varying the time-
limit p. We fix 7 to 0.006 and vary p from 1.003 to 1.040 seconds. We choose
these values for the following reason: in the PTA Model of [12], 7 was set to 15
time-units which is 3 X 5 time-units and using the conversion factor that gives
7 =3 x 0.002 = 0.006 seconds for the MultiVeStA implementation. Similarly
ranges from 10 to 100 for the PTA Model, which is equivalent to p ranging from
1+ 0.002 x 2 to 1 4+ 0.002 x 20 = 1.004 to 1.040 seconds for the MultiVeStA
implementation. From Fig. 2a we observe the success probability increases when
1 increases. This is because when time-limit p increases, more EPR generations
can be attempted and one of them finally leads to a successful entanglement.
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This leads to EPR pairs becoming available for the Bell State Measurement to be
attempted. The expected success probability however only reaches 0.5 because
Dgen and Pysm, are set to 0.5. This setting limits the overall success probability.
With better hardware, the probabilities of successful generation of an EPR pair
and Bell State Measurement increases, and will result in higher probability of
successfully sharing an EPR pair between a and c.

P_ac(mu) = if (s.rval(0) > mu*0.001
|| s.rval("Entangled: (a, c)") == 1)
then s.rval("Entangled: (a, c)")
else if (s.rval("SWAP_FAILED: 1") == 1)

then O

else
#P_ac (mu)

fi

fi;
eval parametric(E[ P_ac(mu) ], mu, 1004, 4, 1041);

4.3 Impact of quantum memory lifetime (7) on the success
probability

The query that we discuss in this subsection aims to explore the impact of
increasing the lifetime of quantum memory 7 on the success probability of dis-
tributing an EPR pair.

To perform this experiment, we set pge,, and pysm to 0.5 and the time-limit
i = 1.020. These values are chosen to allow comparison with previous work [12].
The probabilities pgen and ppsm, are kept the same as the PTA model whereas
the time-limit 1 has to translated in accordance with the MultiVeStA implemen-
tation. In the PTA model,  was chosen as 10 X 7,4 = 10 X 5 = 50 time-units.
Following the same logic, we get p =1+ 10 X T4 = 1+ 10 x 0.002 = 1.020 sec-
onds. We add an offset of 1 second because the EPR distribution process starts
at 1 second in current implementation. The query estimates the probability of
an entanglement being distributed between a and ¢ within the time-limit p. If
the time is less than 1.020 and @ and ¢ do not share an EPR pair, MultiVeStA
moves the simulation to the next state using the next operator #. From Fig. 2b,
we observe that the success probability increases with an increase in 7. This is
because, by increasing 7, we allow EPR pairs to maintain fidelity for a longer
time, thereby ensuring BSM is attempted. If successful, it yields an EPR pair
between a and c. Similar to the last query, the success probability is limited to
0.5 because pgen and pysm are 0.5. We see that the results from current imple-
mentation follow the trends previously discovered through the PTA Model.

P_ac()= if (s.rval(0) > 1.02 || s.rval("Entangled: (a, c)") == 1)
then s.rval("Entangled: (a, c)")
else if (s.rval("SWAP_FAILED: 1") == 1)
then O
else
#P_ac()
fi
fi;
eval E[ P_ac() 1;
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Fig. 2: Results of Queries
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4.4 Impact of retrial limit and link quality on success probability

While in the previous experiments, we assumed that all quantum nodes are
equal, we now drop that assumption. In this subsection, we wish to evaluate the
impact of the quality of quantum memory and the number of retrials of EPR
generation allowed on the overall success probability.

We define retrial limit as the maximum number of EPR generation attempts
allowed between two adjacent nodes. An EPR pair between two nodes is called
Good if and only if the longevity of quantum memory at both nodes is high. Oth-
erwise, it is called as Bad. The query in the following listing takes retrial _limit
of each link as an argument. If at any time-step, any of the retrial limit is ex-
ceeded, the query returns 0. Otherwise, it runs until the time-limit u. We report
this experiment on a linear quantum network of five nodes labeled a to e. At
every time-step, the query checks if nodes a and e are entangled, returning 1 if
they are. At the end of the time-limit, the query returns 1 if @ and e are entan-
gled or 0 otherwise. The lifetime of quantum memories at nodes a and b is 0.010
seconds, at nodes d and e it is 0.006 seconds and at node c it is 0.008 seconds. As
per definition, links ab and bc are good, whereas links cd and de are considered
bad. Our objective through the query below is to show that bad links require
greater number of retrials than good links to provide same success probability
of entanglement distribution between nodes a and e.

P_ae(ab, bc, cd, de) =
if (s.rval(0) > 1.1
|| s.rval("Entangled: (a, e)") == 1)
then s.rval("Entangled: (a, e)")
else if (s.rval("RETRIALS: (a, b)") <= ab &&
s.rval ("RETRIALS: (b, c)") <= bc &
s.rval ("RETRIALS: (c, d)") <= cd &&
s.rval ("RETRIALS: (d, e)") <= de)
then #P_ae(ab, bc, cd, de)
else
0
fi
fi;

We run this query with two scenarios, the results for which are shown in
Fig. 2c. The blue plot shows the variation in overall success probability when
retrial_limit for bad links is fixed at 10 and retrial_limit for good links is varied
from 1 to 30. Similarly the red plot shows the overall success probability when
retrial limit for good links is fixed at 10 and retrial limit for bad links is varied
from 1 to 30.

We observe that for values of retrial limit less than ten, fixing retrials for
bad links seems to give better results. This is because bad links are fixed at a
higher retrial_limit (=10) than the good links. Any EPR pairs that decohere
along the bad links can be retried up to 10, yielding higher success probability.
However, fixing retrial limit for good links does not help much, as can be seen
in the red plot. The retrial_limit for bad links is less than ten, and as such the
decohering EPR pairs do not get many retrial opportunities for regeneration.
If we look at retrial limit greater than 10, we observe that red plot increases
steadily with an increase in retrial_limit whereas blue plot plateaus out.
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The reason for the plateauing is as follows. For the blue plot, any further
increase in retrial_limit for good links does not help because good links already
hold entanglements for a long time and the failures are occurring due to entan-
glements decohering on bad links that do not have more attempts available.

On the other hand, the red plot increases steadily with an increase in re-
trial_limit as bad links are getting more attempts to generate the expired en-
tanglements. The good links, fixed at 10 retrials, already have sufficient time to
hold the entanglement until all the required entanglements become available for
a Bell State Measurement. The two plots intersect at retrial limit=10 where
the retrial_limit of both the good and the bad links is 10.

4.5 Impact of schedule on success probability

Schedule refers to the order in which nodes attempt BSM operations along the
path to distribute EPR pairs between the end nodes. Through this experiment
we want to study variations in success probability for different values of retrials
for two schedules.

For this experiment, we select a linear topology a —b — ¢ — d — e of five good
nodes, all having a memory lifetime of 0.010 seconds. We set the pge, to 0.8 as
we want to study the impact of EPR generation failures and therefore retrials
on the final success probability. We set the ppsn, to 1 because swap failures
are independent of retrials along the edges or the coherence time of quantum
memories. From Fig. 2d, we can see the success probability is higher when the
final swap happens at ¢ compared to when final swap happens at b or d.

This is because when final swap happens at ¢, the a-¢ and c-e entanglement
operations can be attempted simultaneously in parallel. This allows a-c and c-e
EPR pairs to be available for a BSM to be attempted to provide a-e. In case of a
final swap at b, the first swap happens at d to give c-e and second swap happens at
c to give b-e. This takes significant time within which the entanglement generated
between a-b decoheres. This makes it difficult for EPR pairs a-b and b-e to be
available at the same time for the final Bell State Measurement to be attempted
at b. Symmetrically, the schedule with the final swap at d also faces the same
problem.

Swap Schedules for Longer Paths. It turns out that the choice of sched-
ule plays a critical role in general in the end-to-end entanglement distribution
probability. We scale to line graphs of fifty nodes where each node has a mem-
ory lifetime of 0.1s and we set pgen and pysm to 1. We compare five different
schedules; the results of this comparison are shown in Fig. 2e. We refer to the
node at which a Bell State Measurement takes place as the swap-node. The split
is obtained recursively around this node. We define split-ratio, as the ratio of
number of nodes to the left and right of the swap node.

We begin with a schedule called split-in-the-middle where the swap-node has
equal number of nodes to the left and right (thus split ratio of 1:1). We see
in Fig. 2e that this performs best (success probability of 0.97), this is because
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independent swap operations can be attempted in parallel to the highest degree
in this split.

We skew the split by decreasing the split-ratio to 2:3. In this case we see
that the success probability decreases to 0.74. This is expected, since we have
moved onto an asymmetric scenario where there is a possibility that one of the
sides of the swap-node is not available for the swap to be performed. As we keep
on skewing the split (by decreasing the split-ratio to 1:2 and then 1:3), we see
that the probability drops to 0. This is because the entanglements on the final
swap-node are not becoming available simultaneously due to different number of
nodes on both sides. The default schedule created by SeQUeNCe results in the
success probability of 0.55. These results show that a trade-off between a schedule
perturbed away from 1:1 and successful probability can be struck, taking into
account potential temporary unavailability of the nodes involved.

4.6 Impact of § on probability of BSM being attempted

A related challenge while scheduling swaps, is to understand the impact of the
time interval between parallel operations. Consider a three node quantum net-
work as before. Although a —b and b— ¢ EPR pairs can be generated in parallel,
a significant lag in their completion times could lead to problems. Without loss
of generality, let us say a — b is completed, and waiting for b — c. It is possible
that by the time b — ¢ is completed, a — b decoheres and the subsequent Bell
State Measurement (BSM) at b cannot be performed.

Therefore, we wish that both EPR formations happen within § time of each
other, for small §. Therefore  is an important parameter because EPR pairs are
short-lived and we want the BSM to proceed as soon as they are generated. For
example in the three node linear topology, if a — b is generated first at time-step
t, we would want b — ¢ to be generated within ¢ 4+ §. The query in the following
listing returns 1 if both EPR pairs are available within ¢ + ¢ time of each other
and 0 otherwise. The query does this for different values of § from 0 to 0.012
seconds, where 0 enforces both the entanglements should be available at the
same time-step.

P_swap(T, delta) =
if (s.rval(0)>T)
then O
else if((s.rval("Entangled: (a, b)") == 1)
&& (s.rval("Entangled: (b, c)") == 1))
then 1
else if(((s.rval("Entangled: (a, b)") == 1)
|| (s.rval("Entangled: (b, c)") == 1))
&& (T == 1000))
then
#P_swap(s.rval(0)+deltax0.0001, delta)
else
#P_swap(T, delta)
fi
fi
fi;
eval parametric(E[ P_swap(1000, delta) ], delta, 0, 5, 120);
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We can see from Fig. 2f that the probability of swap being attempted in-
creases steadily with increase in §. This is because an increase in § increases
the time window within which both EPR pairs have to become available for the
Bell State Measurement to be attempted. We also observe that at § = 0, 20% of
the time the EPR pairs a-b and b-c are available at the same time-step. When ¢
is 0.012, the probability of swap being attempted is almost 1, that is the EPR
pairs a —b and b — ¢ are almost always available for the Bell State Measurement
to proceed.

4.7 Running Time

Fig. 3 shows the running time of a simple query regarding success probability of
end-to-end EPR pair establishment with increasing path length, in increments
of 10. We discuss the results in three regimes. The first two regimes are from
path length 10 to 30, and 70 to 100. In these regimes, the probability of success
is 1 and 0 respectively. Further, the CI conditions are satisfied with a small
number of simulations. Therefore, the rise in running time is linear in path
length in both the regimes. The second regime is from path length 40 to 60,
where the probability of success lies strictly more than 0 and strictly less than
1. For these cases, to satisfy the CI conditions, more simulations need to be
sampled. Therefore, there is a rise in running time in this regime. Nevertheless,
an exact model checking approach would show a steep increase due to state
space explosion for a model complex enough to capture such a system. These
simulations were run on an AWS instance with 16GB of RAM and four virtual
CPUs each having a clock speed of 2.3GHz.
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Fig. 3: Execution Time vs Path Length (Number of nodes). The blue plot shows
the execution time (in seconds) and the red plot shows the corresponding prob-
abilities of successfully establishing entangled pairs between the end nodes.
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5 Conclusions and Future Work

In this work, through an integration of a statistical model checker and quantum
network simulator, we show how formal methods can be used for timing and
performance analysis of quantum networks. A more detailed analysis need to
be carried out that helps in identifying which hardware parameters make the
most impact on price and performance. We believe this will help in planning
for trade-offs in design of future quantum networks. An investigation through
more expressive logics and more powerful model checkers would also yield rich
dividends. Finally, can we borrow synthesis techniques from formal methods for
developing high throughput, secure quantum networks?
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