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Abstract. While the majority of focus in quantum computing has so
far been on monolithic quantum systems, quantum communication net-
works and the quantum internet in particular are increasingly receiv-
ing attention from researchers and industry alike. The quantum internet
may allow a plethora of applications such as distributed or blind quantum
computing, though research still is at an early stage, both for its physical
implementation as well as algorithms; thus suitable applications are an
open research question. We evaluate a potential application for the quan-
tum internet, namely quantum federated learning. We run experiments
under different settings in various scenarios (e.g. network constraints)
using several datasets from different domains and show that (1) quan-
tum federated learning is a valid alternative for regular training and (2)
network topology and nature of training are crucial considerations as
they may drastically influence the models performance. The results in-
dicate that more comprehensive research is required to optimally deploy
quantum federated learning on a potential quantum internet.

Keywords: Quantum Federated Learning · Quantum Internet · Quan-
tum Machine Learning · Quantum Communication Networks

1 Introduction

Establishing a quantum communication network over large distances and thereby
connecting a multitude of quantum devices with varying architectures and ca-
pabilities may allow the quantum internet to rise. However, what exactly such a
potential network should look like remains an active research question [3, 21, 22,
27]. Given that the field is still largely in its infancy, it is vital to identify and
examine the potential applications that such a large-scale network could enable.
Distributed quantum computing [2], quantum key distribution, blind quantum
computing, and quantum federated learning [6, 25] are all applications that have
been discussed in recent years, and more are yet to be discovered. As quantum
machine learning has sparked an interest in a wide range of disciplines in recent
years, it is no surprise that, sooner or later, combining this area with the field
of quantum communication will increasingly attract attention as this provides
new opportunities and research avenues. Quantum federated learning already is
a step in this direction, and it is this field that is the main topic of discussion
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in this paper. The idea behind federated learning is to train a global model by a
collection of clients that communicate over a network. The crucial point is that
each client trains their model on their local dataset, i.e., they keep their data
private. Rather than exchanging private data, clients only communicate their
models weights; the global model is trained by aggregating weights from partici-
pating clients. This (classical) approach can easily be transferred to the quantum
domain, resulting in quantum federated learning. However, this field is also still
in its infancy and thus many open research questions remain. In this paper, we
evaluate different approaches to quantum federated learning under various con-
straints that may be present in a quantum internet. More specifically, we run
experiments using two different network topologies where the number of qubits
of the quantum clients differ. Furthermore, we run experiments where clients
are trained on subsets of the same dataset as well where each client is trained
on a distinct one. We show that quantum federated learning is a compelling
alternative to regular model training while it is crucial to take certain network
constraints (e.g. each nodes qubit capacity) as well as the models training ap-
proach (e.g. nature of weight aggregation and exchange) into account. This paper
is structured as follows. In Section 2 we cover the background of quantum com-
munication networks, variational quantum circuits as well as quantum federated
learning and discuss related work in Section 3. We illustrate our approach and
architecture in Section 4 and discuss our experimental setup in Section 5. We
present our results in Section 6 and conclude in Section 7.

2 Background

We begin this section with a brief recapitulation of the basic building blocks
of quantum communication networks (QCNs) and what we understand as the
quantum internet. We then discuss potential applications and what this novel
form of communication means for quantum algorithms in general while also for
quantum machine learning in particular. However, we will not be covering the
basics of quantum computation and information (e.g. qubits, entanglement, su-
perposition) and instead refer the reader to other resources [16, 26] for an in
depth introduction to these topics. Once we have reviewed the fundamental con-
cepts of quantum networks, we will discuss federated quantum machine learning,
the main topic of this paper.

2.1 Quantum Networks and the Quantum Internet

We define a QCN as a number of quantum computers that are connected via
classical and quantum channels, i.e., they have the means to communicate clas-
sical messages as well as qubits or quantum states with each other. We will
refer to these quantum computers as QPUs or nodes in the network, and we use
these terms interchangeably. Furthermore, a QCN can be seen as a graph where
the nodes are quantum devices (QPUs) and the edges are the communication
channels. An example of such a simple network can be seen in Figure 1. This
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example network consists of 9 nodes (QPUs) each with a different qubit capacity.
Each edge in the network serves a dual purpose, facilitating both classical and
quantum communications.

Fig. 1: Example of a network with random topology where nodes represent avail-
able QPUs. The QPUs in this network have varying capacity, i.e., number of
qubits and the network is not fully connected. Both facts cause ramifications
and constraints for applications and network design.

Unfortunately, quantum channels can be noisy, thus information loss is in-
evitable. Moreover, quantum information cannot be copied as this is prohibited
by the no cloning theorem, and so classical protocols to overcome information
loss as well as sending messages cannot be transferred into the quantum realm
in a straightforward manner. In a QCN, qubits are teleported over quantum
channels to other nodes in the network. However, qubits are not physically tele-
ported, it is the state that is transferred to another qubit, however, the state
of the original qubit is destroyed in this process, that is, the qubit cannot be
copied. The teleportation protocol requires an EPR-pair, i.e., two qubits that
are maximally entangled as well as a classical and a quantum channel. In order
to teleport qubits over large distances, quantum repeaters can be deployed along
the way to combat decoherence, i.e., the loss of information. Quantum repeaters
perform entanglement swapping and possibly entanglement distillation that (1)
transfer the quantum state and (2) increase the entanglement fidelity.

With these building blocks established, one can envision a large quantum net-
work that is akin to a so-called quantum internet [9]. However, how concretely
such a quantum internet exactly should look like is up to debate and a crucial
research question in quantum communication and quantum computing alike [3,
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11, 21, 22, 27]. A quantum internet may connect QPUs with vastly different ar-
chitectures, i.e., consist of heterogeneous nodes, a fact that will become relevant
later in this work.

In summary, a quantum network consists of multiple QPUs connected via
classical and quantum channels that allow them to exchange classical as well
as quantum information. However, due to various constraints imposed by the
laws of quantum physics, many of the classical protocols cannot be transferred
to the quantum setting. Moreover, decoherence and the loss of information are
major challenges and while countermeasures have been proposed, more research
is required to establish a working quantum internet.

This introduction is intended as a short recap of the fundamentals required
to follow the work performed in this paper, for an in depth introduction we refer
to [2, 8, 23].

2.2 Variational Quantum Circuits

Variational Quantum Circuits (VQCs)[4] stand out from classical circuits by
leveraging quantum phenomena such as superposition and entanglement. These
circuits consist of parameterized gates that are optimized through classical tech-
niques, making them a hybrid approach suited for tasks like quantum machine
learning. We summarize the essential components of VQCs in this section and
describe how we apply them in the approach introduced in Section 4.

VQCs can, for example, be applied to classification problems [20] and are
a promising hybrid approach to QML in the NISQ-era. As this is a classical-
quantum hybrid approach it consists of essentially two parts, namely the quan-
tum circuit and the classical optimization routine. The quantum part, i.e. the
VQC, can loosely be divided into three distinct constituents: (i) feature encod-
ing, (ii) a series (layers) of parameterized rotation gates followed by entangling
gates and finally (iii) the measurement operations. An example circuit with two
layers is depicted in Figure 2. The parameters of the rotations correspond to
the weights that are optimized by a classical optimizer while the measurement
results are interpreted as predictions and are also used by the optimizer. This
approach is iterative, i.e., it executes until a number of epochs or steps has been
reached. For an in depth introduction to this topic we refer to [4, 15, 20].

2.3 Quantum Federated Learning

Before discussing QFL we will first give a short recap of the central idea behind
federated learning in general, i.e., its origins in classical machine learning. We
will then discuss quantum variants of this learning approach.

Federated learning (FL) [14] allows for the collective training of a global
model by multiple clients, each contributing to the model without exposing their
private data. This ensures that each client’s data remains confidential and lo-
cal to them. Rather than sharing data, clients transmit their model weights to
a central server, where these weights are aggregated, updated, and then redis-
tributed to all clients for further training iterations. Moreover, each client may
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|0⟩ Rx(ϕ0) • Ry(θ0) • Ry(θ4)

|0⟩ Rx(ϕ1) • Ry(θ1) • Ry(θ5)

|0⟩ Rx(ϕ2) • Ry(θ2) • Ry(θ6)

|0⟩ Rx(ϕ2) • Ry(θ3) • Ry(θ7)

1. Encoding 2. Layers 3. Measurement

Fig. 2: Example of a variational quantum circuit (VQC): Features are embedded
through rotations (depicted blue) in the first step. This is followed by two re-
peating layers of CNOT-gates and parameterized rotations (green), the θ values
are the weights being optimized. In the final step, the qubits are measured re-
sulting in a classical output (0 or 1) for each qubit.

be trained on different subsets or even entirely different datasets. Furthermore,
many variants and approaches to FL have been proposed; the approach here
is a basic and straightforward one, as we focus on QFL in this paper. For our
purposes, it suffices to define FL as an decentralized learning approach in which
a global model is trained by multiple clients without revealing their private data.
For more comprehensive introduction to the topic we refer to [7, 10, 24, 30]

QFL follows a similar line, however, many different approaches can also be
employed here; though we will be focusing on simplicity. In QFL, the client mod-
els can be replaced by VQCs, and weights can be communicated through classical
as well as quantum channels, though the former does not necessarily require a
quantum network while the latter does. Analog to the classical approach, each
client (e.g. VQC) is then trained on its own local dataset. We will discuss the
peculiar details arising through the quantum internet in Section 4.

3 Related Work

Several different approaches and aspects of QFL have been explored by the
research community. For example, privacy aspects are investigated in [12] and
[19] while combining QFL with blind quantum computing is discussed by Li et
al. in [13] and Zhang et al. propose a quantum method for parameter aggregation
in [31]. Challenges of QFL in the context of quantum networks are discussed by
Chehimi et al. in [5]. Wang et al. [25] apply QFL on a binary classification task
using a ring topology, i.e., without a central model. Moreover, they use quantum
weights in their approach. In [6] the authors evaluate a hybrid quantum-classical
approach on a binary classification task using images.
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Fig. 3: Example of a QFL approach where a global model is collectively trained
by 4 different clients with different qubit capacities. Clients send their weights
to the global model that aggregates, updates and distributes the new weights
for the next round of training.

4 Approach

In this section, we describe our approach to QFL. We discuss quantum clients
and the overall architecture of our methods. This includes network constraints
as well as how the models train and communicate.

4.1 Quantum Clients

In our proposed QFL approach, the client model is a VQC running on a quantum
node in a (quantum) communication network. More specifically, we consider the
quantum internet in which nodes are quantum computers each with potentially a
different qubit capacity. It’s important to note that the necessity for a quantum
communication channel hinges on the specific methodology of weight exchange
in the applied QFL approach. That is, weights can be exchanged classically and
thus a simple classical channel connecting quantum nodes suffices. Furthermore,
in our scenario each node executes the model of only a single client. Thus, the
clients in our QFL approach execute VQCs with a different number of qubits and
hence number of trainable parameters. Consider the example network in Figure
1. Here, 9 nodes are connected to form a network where nodes have different
qubit capacities.

4.2 Architecture

We evaluate two different approaches to QFL as part of this work that differ in
the topology of the arrangement of clients and how weights are aggregated and
exchanged. In the first approach, a global model is collectively trained by mul-
tiple clients who only exchange their weights with the global model. The global
model is then responsible for aggregating, updating and distributing the weights
among all participants in each training round. An example of this architecture
is depicted in Figure 3.
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Fig. 4: Example of clients with varying qubit capacity arranged in a ring topology.
In this scenario, when clients transfer their weights to the next, the number of
weights is adjusted accordingly.

In the second approach, clients are arranged in a ring topology (cf. [25]) and
no global model is trained. More specifically, clients train their model using their
local dataset and send their weights to the succeeding client after completing a
training round. This approach is shown in Figure 4. As the clients capacity, i.e.,
number of qubits may vary from one to the next, the number of weights must
be adjusted when sent to the following client. In our experiments we adjust the
number of weights in the following way. If the next client contains less qubits
(and thus weights), the client discards superfluous weights, i.e., it only uses the
first n weights required. In the case where the next client contains more qubits,
the client uses all weights from the previous one while filling up the missing
weights with its own from the last round. Note that this is an ad-hoc approach
and the appropriate aggregation of weights in the context of trainability is its
own research topic and merits its own discussion, however, is not in the scope of
this work.

4.3 Quantum Circuits

In our model, we apply two different VQCs that differ only in the embedding
method applied and number of qubits. That is, we use angle embedding in one
set of experiments and amplitude embedding in another.

5 Experimental Setup

This section outlines the models, datasets, and parameters used in our experi-
ments.

5.1 Datasets

Our experiments utilize three datasets, detailed as follows. Note that we focus
solely on binary classification in this work. In datasets that contain more than
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two classes, we divide the dataset into subsets such that each only contains
images of two classes.

Moons: The moons dataset contains 2 features for a binary classification
problem where each class is shaped as a half circle and is provided by scikit-learn
[18]. We used a dataset with 3000 samples. The training set used is visualised in
Figure 5.

Fig. 5: Two half circles ("moons" dataset) with added noise factor of 0.1 created
with sci-kit learn.

FashionMNIST: The FashionMNIST [28] dataset contains 70000 grayscale
images for 10 different classes where each image has a size of 28× 28. Note that
there are 60.000 training and 10000 test images. We used this dataset provided
by PyTorch [17].

PneumoniaMNIST: The PneumoniaMNIST dataset contains 5856 chest
X-ray images with a size of 28×28 for binary classification. We used the dataset
provided by [29]. Note that for all datasets, we used 1000 images per epoch in
training.

Preprocessing: Images were resized for QPUs with lesser capacity than
required to embed the entire image, the number of features used is shown in
Table 1.
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5.2 Training

In this section, we discuss the two training approaches we apply in our experi-
ments. In the first, multiple clients are trained on a single dataset while in the
second each client is trained on a different dataset.

Multiple Clients, Single Dataset: In this experiment, each client is trained
on a single dataset (moons), however, the dataset is subdivided into distinct
subsets prior, i.e., each client is trained on a different subset of the same dataset.
Furthermore, in this experiment each client has an equal number of qubits (2)
and uses a VQC with angle embedding as its model. The parameters used are
listed in Table 1. This experiment was run using both topologies described in
Section 4

Table 1: Parameters used in the QFL and quantum baseline experiments.
(MCSD=multiple clients single dataset, MCMD=multiple clients multiple
datasets). Note that in the experiments where all clients have an equal capacity,
the capacity is set to the number of qubits required to embed all features (i.e.,
2 for the moons and 10 for the image datasets).

MCSD MCMD Baseline (MCSD) Baseline (MCMD)
Features 2 [16, 64, 784, 784] 2 784
Depth 8 10 8 10
Qubits 2 [4, 6, 10, 10] 2 10
Clients 3 4 - -
Embedding Angle Amplitude Angle Amplitude

Multiple Clients, Multiple Datasets: In this experiment, multiple datasets
are used in training, that is, each client is trained on a different trainingset
or subset. More specifically, we used three distinct subsets of FashionMNIST
("Trouser vs. Pullover", "Sandal vs. Sneaker" and "Dress vs. Coat") and the
pneumonia dataset, where each client was trained on one of these sets. For
example, client 1 is trained on images depicting trousers and pullovers, client
2 on sandals and sneakers while the third client is trained on chest X-ray images
and the fourth on images of dresses and coats, each in a binary classification task.
Moreover, each client may have a different capacity (i.e. qubits). This means that
each client also embed, and thus are trained, using a different number of features
of the input image. Parameters of this approach are depicted in Table 1. Like
the first experiment, this one was also run using both topologies described in
Section 4.
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5.3 Simulation

All circuits were implemented and simulated using PennyLane [1] while training
was performed using Pytorch [17]. No noise was used in the simulations, and
we assume ideal communication between nodes. Running experiments under
noise and integrating quantum communication for weight exchange are potential
avenues for future work.

6 Results

We discuss the results of all experiments conducted as part of this work in this
section. We first examine the experiments with multiple clients, single dataset
using both QFL approaches described earlier. We then move on to the experi-
ments with multiple clients, multiple datasts. All experiments were run with 5
different seeds and plots depict the mean of the aggregated results. Note that for
baselines, we aggregated the results of all individual binary classification exper-
iments, which is a crucial fact to keep in mind when comparing all approaches.
Moreover, in the test results of the experiments using the ring topology, each
client uses the final parameters after training for its own model on its respective
test dataset and the results depicted below are aggregated over all clients.

6.1 Multiple Clients, Single Dataset

Recall that in this setting, we train multiple clients on a single dataset (we ab-
breviate this approach as MCSD), however, each client receives its own distinct
subset. Furthermore, we evaluated this approach on two different QFL architec-
tures, i.e., topologies, namely star and ring. Training and test results for this
experiment with the star topology are shown in Figure 6a and Figure 6b respec-
tively. The classical baseline delivers the best training and test accuracy, though
this was to be expected as this approach consists of vastly more parameters and
a problem of this scale generally is not problematic for classical neural networks.
The QFL approach achieves similar performance as the quantum baseline; the
difference being only minuscule.

The train and test results using a ring topology with the moons data is shown
in Figure 7a and 7b respectively. While the quantum baseline performs slightly
better earlier in training, both approaches perform almost identical and converge
relatively fast. Testing results are in a similar range for both quantum methods.
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(a) Training accuracy.. (b) Test accuracy.

Fig. 6: Results for the MCSD experiments using the star topology.

(a) Training accuracy. (b) Test accuracy.

Fig. 7: Training and test results on MCSD experiments with the ring topology.
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6.2 Multiple Clients, Multiple Datasets

We discuss the experiments using multiple clients, multiple datasets (MCMD)
next. Recall that in these experiments, each client is trained on a different
dataset, that is, the first client is trained using images of two distinct classes from
FashionMNIST, the second uses two different classes from the same dataset while
the third client is trained using the PneumoniaMNIST dataset and a fourth client
is trained from two different classes from FashionMNIST. Note that the base-
lines were also trained on these datasates individually, the results depicted in the
plots are aggregated over the individual experiments. Moreover, we ran the QFL
experiments in two different settings in each topology; results of both are shown
in each plot. In one setting, the QPU capacity (i.e., number of qubits) varies
for each client. As QPUs therefore run slightly different circuits, the number
of features embedded also vary. To accommodate this, the images were resized
for each client individually such that it fits the capacity of the respective client.
Details on number of qubits and embedded features for each client are listed
in Table 1. In the second setting, we ran the QFL experiments in which each
client has the same capacity; the capacity was chosen such that the entire image
could be embedded. The motivation behind the first approach is the fact that
in a potential quantum internet, quantum computers of different architectures,
capacity, etc. might be connected; we evaluated such a setting on a small scale.

Figures 8a and 8b show the training and test results using the star topology.
While the QFL approach with varying QPU capacity delivers better training
results than with equal capacity, its results on the test set are less stable.

(a) Training accuracy. (b) Test accuracy.

Fig. 8: MCMD experiment results using the star topology.

The results using the ring topology are shown in Figure 9a and 9b. In this
approach, the quantum baseline delivers the best quantum results in both train-
ing and test accuracy. All approaches, including the classical baseline, converge
relatively early though.
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(a) Training accuracy. (b) Test accuracy.

Fig. 9: MCMD results using the ring topology.

Overall, the baselines deliver the best results in our experiments on image
data, however, the QFL approaches produce acceptable results all the same.
Though the differences in accuracy between both training approaches in QFL,
i.e., ring and star, require further investigation. While the star approach seems
less stable during training, the training accuracy nonetheless performs much bet-
ter than the ring approach. However, on the test set the ring approach performs
slightly better. Adjusting hyperparamters and the nature of weight exchange
and aggregation are likely to affect the models performance, though optimizing
for performance (i.e., accuracy) was not the objective of these experiments and
is left for future work.

7 Conclusion

Though the quantum internet promises diverse applications, it remains in nascent
stages of development. Determining its exact nature, benefits, and optimal ap-
plications requires further comprehensive research. QFL is one such potential
application, having its roots in classical machine learning, it can nonetheless
be transferred to the field of quantum computing. And while QFL has been
studied by the QML research community in recent years, far more research is re-
quired, especially when taking concrete ramifications of quantum communication
into account as new challenges will inevitably arise through the incorporation
of this novel communication medium. QFL allows the collective training of a
global model while participating clients are not required to reveal their data. By
allowing clients to keep their data local, QFL can enhance privacy, however, in-
corporating quantum communication may strengthen security and privacy even
further. Though the main advantage is privacy, enhancing the models perfor-
mance in comparison to non-distributed training requires further investigation.

In this paper, we presented and evaluated different scenarios of QFL that
may arise on a potential quantum internet. We ran experiments using different
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network constraints that also differ how the clients are trained. Moreover, we ran
these experiments in two settings, i.e., (1) QPUs with varying capacity and (2)
equal capacity, where the former may be a more realistic setting in a large-scale
quantum internet. Our results show that QFL is a viable alternative to regular
training of quantum models, we furthermore show that the topology, i.e., the way
models are trained influences the models performance. Note, however, we only
simulated our experiments, moreover, weights were exchanged classically. Using
quantum communication (e.g. teleportation) for the weight exchange should be
investigated in future studies. Other relevant factors such as trainability and
scalability should also be explored.
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