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Abstract. In this study, we employed a clustering approach to analyze
fMRI data from a publicly available dataset of patients with mild depres-
sion. We utilized the CONN toolbox, a widely recognized tool, to extract
functional networks from the fMRI data. Subsequently, these networks
were aligned using MULTIMAGNA++, a global multiple alignment soft-
ware, to ensure consistency across individual datasets. The aligned data
was then subjected to a clustering analysis to investigate the presence of
distinct patterns. Our findings demonstrate that not only is it feasible
to accurately cluster patients using this approach, but there is also po-
tential to uncover previously unidentified subgroups among both control
subjects and those affected by the disease. These results suggest new
avenues for understanding the neurobiological underpinnings of mild de-
pression and for developing targeted interventions.

Keywords: Functional Magnetic Resonance Imaging · Machine learning
· Graph theory · Clustering · Global Network alignment.

1 Introduction

Functional Magnetic Resonance Imaging is an MRI modality that measures oxy-
genation changes in cerebral blood flow and provides a proxy for the activity of
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the neurons in the brain. fMRI signal is sensitive to blood dynamic changes which
drive the neuron firing. This relationship is known as the Blood Oxygenation
Level Dependent (BOLD) effect [8].

fMRI data in general, are the subject of a growing interest since they may
open the way to a deeper understanding of brain functioning and may lead to
discovering hidden patterns in diseases[21].

To better understand brain functioning and pathology, it is very important
to investigate how communication between brain areas changes across different
tasks or due to disease. Such communication can be modeled as connections
between nodes in the mathematical structure of a graph. Graph theory is a
widely applied method in several fields of bioinformatics [11].

Machine learning approaches are often used to discover hidden information or
patterns within data. A possible strategy is clustering, an unsupervised learning
approach that aims to find groups in data [2]. Even on labeled data, as in our
case, it can still unveil hidden information, e.g. a hidden group.

Here, we present a graph-based pipeline for clustering of fMRI data. To
test our method, we used data from a publicly available dataset of patients
with mild depression. We worked on these data with a popular tool, CONN
toolbox [27], to extract networks which later we aligned through a global multiple
alignment software, MULTIMAGNA++ [26] and then used this data to perform
a clustering task.

The structure of this paper is the following: Section 2 describes all the back-
ground concepts involved in the experiments described in this paper; Section
3 illustrates the dataset and the proposed approach. Section 4 discusses the
preliminary results, and finally, Section 5 concludes the paper.

2 Background

In this section, we aim to describe background concepts that are involved in the
work presented in this paper. We first discuss our data type, functional magnetic
resonance imaging, then we recall some machine learning and clustering concepts.
In the latter, a quick recall of graph theory concepts and network alignment is
made.

2.1 fMRI

Here we introduce a brief description of the functional Magnetic Resonance
(fMRI) technique and its applications.

The Functional Magnetic Resonance Imaging (fMRI) is a form of the Mag-
netic Resonance Imaging (MRI). Whereas MRI provides information about anatom-
ical structure, fMRI provides information about function over time. It was in-
troduced by S. Ogawa et all in 1990 [19].

fMRI is based on the hemodynamic response [23]. When neurons in the brain
are active, they consume more oxygen and cause increased regional blood flow.
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By using a very strong magnetic field and radio waves, fMRI scanners can detect
these changes in blood oxygenation and create detailed maps of brain activity.

fMRI methods can highlight the areas of the brain that are activated dur-
ing specific tasks or cognitive processes. These active areas are represented as
statistical maps known as activation maps, representing the regions of the brain
that show a significant increase or decrease in neural activity.

Functional Magnetic Resonance Imaging (fMRI) can be divided into two
main typologies based on the experimental design:

1. Task-Based fMRI: In task-based fMRI, participants are presented with spe-
cific tasks or stimuli while their brain activity is measured using fMRI[25][24].
The goal is to identify brain regions that are selectively activated during task
performance and, when appropriate, compare these across groups or condi-
tions.

2. Resting-State fMRI: Resting-state fMRI involves measuring spontaneous
brain activity in the absence of any specific task or stimulation. Partici-
pants are instructed to relax and keep their minds at rest while fMRI scans
are conducted. The analysis focuses on identifying intrinsic patterns of brain
connectivity, known as resting-state networks (RSNs), which represent syn-
chronized activity between different brain regions. By doing so, insights into
the brain’s intrinsic organization and potential biomarkers for neurological
and psychiatric disorders are possible.

These typologies of fMRI reflect different experimental designs and data analysis
approaches, each offering unique insights into the functional organization of the
brain.

2.2 Machine learning

Machine learning is a branch of artificial intelligence that uses computers to learn
from data and make predictions or decisions without explicit programming.

There is a distinction between supervised and unsupervised learning. In su-
pervised learning, machine learning models are trained on labeled data to learn
mappings between input and output. Popular tasks like classification and re-
gression use this approach. Unsupervised learning, instead, involves extracting
patterns or structures from unlabeled data.

Clustering [10] is part of the unsupervised learning methods and is a tech-
nique used to group similar data points based on certain features or character-
istics. Clustering algorithms, such as k-means, hierarchical clustering, or DB-
SCAN, aim to partition data into distinct groups, or clusters, where data points
within the same cluster share similarities while being dissimilar to those in other
clusters.

2.3 Graph theory

Graph theory is a powerful formalism for modeling and analyzing complex sys-
tems composed of interconnected elements. The graph is the mathematical struc-
ture used to model relations between objects. It consists of vertices or nodes,
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which represent the objects, and edges, which are the connections or relation-
ships between these objects. Graph theory brings together lots of concepts and
techniques, including paths, cycles, connectivity, trees, and a wide range of al-
gorithms for analyzing and manipulating graphs.

In bioinformatics, graph theory is mainly used to represent and model bi-
ological entities and their interactions as networks [1]. Biological entities such
as proteins, DNA, RNA, and metabolites can be effectively modeled as nodes,
while their interactions and relationships are represented as edges in a graph [20].
Popular graph-based approaches deal, e.g, with genetic sequences, prediction of
protein structures, and understanding metabolic pathways.

A graph is characterized by several topological indices, which quantify dif-
ferent aspects of its structure. Below are some key indices along with brief ex-
planations:

– Degree: The number of edges connected to a node. This indicates the im-
mediate number of connections that the node has with others in the graph.

– Clustering Coefficient: Measures how complete the neighborhood of a
node is by calculating the proportion of actual connections between a node’s
neighbors to the total possible connections.

– Global Efficiency: Represents the average efficiency of parallel information
transfer in the network, calculated as the average inverse of the shortest path
length between each pair of nodes. This index provides insight into the node’s
centrality and its overall connectivity within the graph.

– Cost: Typically defines the ratio of existing edges to the maximum number
of possible edges among nodes, reflecting the density of connections in the
graph.

– Average Path Length: The average number of steps along the shortest
paths for all possible pairs of network nodes. It offers a measure of the
efficiency of information or traffic flow in the network.

– Shortest Path: The minimum path length between any two non-adjacent
nodes, is important for understanding the most efficient route for communi-
cation between them.

– Betweenness Centrality: Measures the extent to which a node lies on
paths between other nodes. Nodes with high betweenness may have consid-
erable influence within a network by virtue of their control over information
passing between others.

2.4 Network alignment

Network alignment is a technique that is used in bioinformatics and network
science, to compare and align two or more biological networks. These networks
can represent various biological entities and interactions, such as protein-protein
interactions, metabolic pathways, or gene regulatory networks.

Network alignment aims to find the correspondence between nodes (biologi-
cal entities) in different networks, identifying conserved functional modules and
evolutionary relationships across species or biological conditions. The result of
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a network alignment, allows researchers to discover, i.e., shared biological pro-
cesses, and predict protein functions.

There are different typologies of network alignment. They can be distin-
guished between local and global.

Global alignment compares entire sequences and is suitable for identifying
overall similarity, while local alignment focuses on identifying specific regions of
similarity within sequences, making it ideal for detecting conserved functional
elements amidst sequence variation.

Moreover, Pairwise or multiple alignments are possible: pairwise compare two
sequences to identify regions of similarity. Multiple, instead, extends this concept
to align three or more sequences simultaneously, enabling the identification of
conserved regions and evolutionary relationships.

3 Material and methods

3.1 Dataset description

The dataset comprises resting-state fMRI (rs-fMRI) data from 72 individuals,
including 51 patients diagnosed with mild depression and 21 control subjects.
The gender distribution within this group includes 19 males (6 controls) and
53 females (15 controls). Depression severity is classified according to the In-
ternational Statistical Classification of Diseases and Related Health Problems,
Tenth Revision (ICD-10), referencing Chapter V: Mental and Behavioral Dis-
orders (codes F00-F99), specifically the section on Mood [affective] disorders
(codes F30-F39). While the dataset specifies four types of depression (F32.0,
F32.1, F34.1, F34.9), we aggregated these into a single class for analysis. Each
scanning session in the dataset consists of 100 scans with a repetition time (TR)
of 2.5 seconds [15]. The data1 are publicly available through OpenNeuro [5][4]
and have been preprocessed using fMRIPrep, a comprehensive tool for fMRI
data preparation, with a voxel size set at 2x2x2 mm [9]. The dataset adheres
to the Brain Imaging Data Structure (BIDS) format, which standardizes the
organization of neuroimaging and behavioral data across studies by providing
a consistent file and directory structure. This standardization facilitates data
sharing and reusability, enhancing the potential for collaborative research and
validation of findings.

3.2 Pipeline description

We aimed to create a pipeline that can be automated for further development of
this work. Since this work is composed of several steps, our resulting pipeline is
heterogeneous. More specifically, we used a Matlab toolbox to perform analysis
on the given dataset, some scripts for data manipulation, and finally another
software to perform the clustering tasks.

1 https://openneuro.org/datasets/ds002748/versions/1.0.5
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We now describe which software is involved, while in the next subsection, we
discuss our approach with technical details.

Given our dataset, the first step was to perform preprocessing and analyses
to obtain a graph representation, i.e., an adjacency matrix.

Thus, to calculate resting state cross-correlations between brain regions we
used the popular CONN toolbox [27] (release 21.a) running in Matlab (release
2023b)

From CONN toolbox results, we generated adjacency matrices. A single ad-
jacency matrix contains graph parameters for all the patients, but to perform
the multiple global alignments, we needed a single representation for a patient.
Thus we used an R script to extract single edge lists, while later to perform
clustering tasks we used a Python script to merge data for control and disease
cases.

The multiple alignment phase was performed with MULTIMAGNA++ [26]
due to its good performance as shown in [16]. Finally, the clustering experiments
were conducted by using the popular Weka platform [12] for its friendly and easy-
to-use environment. A synthetic description of the pipeline workflow is shown in
Figure 1.

Fig. 1. Pipeline workflow

3.3 Proposed solution

As introduced earlier, given the selected dataset, we imported it into the CONN
toolbox. For this purpose, we created two different projects, one for control
and the other one for disease patients. Then we performed the typical analysis
pipeline available in this toolbox.

After data importing through the dedicated function for the fMRIPrep pre-
processed dataset, the pipeline is the following:

– Preprocessing: Functional data were smoothed using spatial convolution
with a Gaussian kernel of 8 mm full-width half maximum (FWHM).
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– Denoising: functional data were denoised using a standard denoising pipeline
[17] including the regression of potential confounding effects characterized by
white matter time-series (5 CompCor noise components), CSF time-series (5
CompCor noise components), motion parameters and their first order deriva-
tives (12 factors) [13], outlier scans (below 62 factors) [22], session effects and
their first order derivatives (2 factors), and linear trends (2 factors) within
each functional run, followed by band-pass frequency filtering of the BOLD
time-series[14] between 0.008Hz and 0.09Hz. CompCor [6][3] noise compo-
nents within white matter and CSF were estimated by computing the average
BOLD signal as well as the largest principal components orthogonal to the
BOLD average, motion parameters, and outlier scans within each subject’s
eroded segmentation masks. From the number of noise terms included in this
denoising strategy, the effective degrees of freedom of the BOLD signal after
denoising were estimated to range from 4.9 to 30.3 (average 26.2) across all
subjects [18].

– First-level analysis: Seed-based connectivity maps (SBC) and ROI-to-ROI
connectivity matrices (RRC) were estimated characterizing the patterns of
functional connectivity with 164 HPC-ICA networks[7] and Harvard-Oxford
atlas ROIs. Functional connectivity strength was calculated using Fisher-
transformed bi-variate correlation coefficients from a weighted general linear
model (weighted-GLM), defined separately for each pair of seed and target
areas, modeling the association between their BOLD signal time-series. To
compensate for possible transient magnetization effects at the beginning of
each run, individual scans were weighted by a step function convolved with
an SPM canonical hemodynamic response function and rectified.

– Group-level analyses: were performed using a General Linear Model (GLM).
For each individual, voxel a separate GLM was estimated, with first-level
connectivity measures at this voxel as dependent variables (one independent
sample per subject and one measurement per task or experimental condi-
tion, if applicable), and groups or other subject-level identifiers as inde-
pendent variables. Voxel-level hypotheses were evaluated using multivariate
parametric statistics with random effects across subjects and sample covari-
ance estimation across multiple measurements. Inferences were performed
at the level of individual clusters (groups of contiguous voxels). Cluster-
level inferences were based on parametric statistics from Gaussian Random
Field theory [28]. Results were thresholded using a combination of a cluster-
forming p < 0.001 voxel-level threshold and a family-wise corrected p-FDR
< 0.05 cluster-size threshold[16].

Consequently, our analyses incorporate data from 164 regions of interest
(ROIs). Visual representations of the networks derived from these ROIs can
be viewed in Figure 2 and Figure 3.

The strength of the selected graph theory metric represents the size of the
circle while edges represent the correlation values between the nodes. The shown
networks represent the network of healthy and disease groups, respectively, gen-
erated using the clustering coefficient metric. By a visual analysis of these images,
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it is notable that there is a different strength (bigger clustering coefficient) in
the disease case group.

Fig. 2. Network of healthy control patients, generated using the clustering coefficient
metric

Our interest was focused on graph theory results and, since CONN computes
several graph network measures, we selected two popular graph metrics: global
efficiency and clustering coefficient. As a result, from the group analysis results
of ROI to ROI connectivity, we obtained a two adjacency matrix for all the
patients of the given class.

To prepare data for multiple alignment steps, we extracted single edge lists
for every participant from the complete adjacency matrix. We used R (version
4.3.2) and two packages: igraph (version 1.6.0) and R.matlab (version 3.7.0). We
show our R script in Algorithm 1, for the control case:
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Fig. 3. Network of disease patients, generated using the clustering coefficient metric

Algorithm 1 R script for edge list extraction

library(igraph)
library(R.matlab)
x = readMat(file.choose());
m = xA
for i = 1 : 21 do

filename < −paste(”/path/edgeListName”, i, ”.txt”, sep = ””)
a = m[, , i]
g = graph.adjacency(a,mode = ”undirected”)
g < −simplify(g)
list = get.edgelist(g)
write.table(list, filename, col.names = FALSE, row.names = FALSE, sep =

”tab”, quote = FALSE)
end for

ICCS Camera Ready Version 2024
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-63778-0_6

https://dx.doi.org/10.1007/978-3-031-63778-0_6
https://dx.doi.org/10.1007/978-3-031-63778-0_6


10 L.Barillaro, M.Milano, et al.

We take the adjacency matrix generated by the CONN toolbox (in a Matlab
data file, .mat) as input and extract a single edge list for every patient, saving
them into a single text file.

Then we performed the multiple global alignment obtaining as a result single
file for a patient class that is made by ROIs as rows and patient nets on columns.

Then, we manipulated data to prepare them for the clustering phase. More
specifically, we merged data from alignment into a single data structure and
then transposed it to have patients on rows and ROIs on columns, ending with
a comma-separated value file generation. This task was performed in Python
(version 3.11.7) using two packages: Pandas (version 2.1.4) and Tkinter (in tk
package, version 8.6.12) We report the Python script for that task in Algorithm
2.

Algorithm 2 Python script for multiple alignment merging

import pandas as pd
import tkinter as tk
from tkinter import filedialog
root = tk.Tk()
root.withdraw()
path = filedialog.askopenfilename()
df1 = pd.read− csv(path, sep =′ tab′, header = None, engine =′ c′)
root = tk.Tk()
root.withdraw()
path = filedialog.askopenfilename()
df2 = pd.read− csv(path, sep =′ tab′, header = None, engine =′ c′)
df3 = pd.concat([df1, df2], axis = 1)
df4 = df3.transpose()
df4.to− csv(′allTotalHTr.csv′, index = False, sep =′ tab′)

After that, we imported data into Weka (version 3.8.6) and performed sev-
eral clustering tasks to check for the best results. To understand the clustering
capabilities to correctly assign a patient to its group, our data are enriched with
a class feature. In particular, we used it in the clustering settings, classes to
clusters evaluation; using this mode, Weka first ignores the class attribute and
generates the clustering. Then during the test phase, it assigns classes to the
clusters, based on the majority value of the class attribute within each cluster.

We tested the clustering algorithms K-Means, Expectation Maximization,
Farthest-First, and Canopy. Our interest was focused on the ability to correctly
assign a patient to its group. Among all, trying different configurations, with a
cluster number set to 2, K-Means resulted in better performance for our pur-
poses, so we decided to use it for our testing. It was able to reach the lowest
percentage of incorrectly clustered instances by varying the seed number, thus
the clustering task was able to identify a healthy control case or a disease case.
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4 Results

In this section, we present the results from our experiments.

As introduced earlier, we used the popular K-means method to perform clus-
tering on global alignment data. We tested two scenarios: in the first, we evalu-
ated the clustering ability to correctly assign a patient to its original group, so
in this case our K value was set to 2.

In the second one, we tried something different, since our aim was to evaluate
if a clustering with three group could find a significantly group of patient in a
different stage of disease.

First we recall that the total number of patients (rows) is equal to the number
of aligned networks, so we have a total of 72 rows in which the first 21 are control
patients, and the remaining 51 are patients with disease.

We present our results, in a confusion matrix, for the first experiment in
Table 1 and Table 2 where d stands for disease, c for control.

Table 1. Confusion matrix - global efficiency based network

Actual class Predicted disease Predicted control

Control 12 9

Disease 35 16

Table 2. Confusion matrix - clustering coefficient based network

Actual class Predicted disease Predicted control

Control 3 18

Disease 31 20

From these results we can understand that the clustering task over data from
networks based on the clustering coefficient metric performs slightly better then
the one with the global efficiency one. We have a total of 23 incorrectly assigned
patients in the first case, and 28 in the second one.

The second experiment, with the K-means K value set to 3, is presented in a
similar way to the first one, but our focus is to find if a third group is significant.

We present results for the first experiment in Table 3 and Table 4.

Table 3. Confusion matrix - global efficiency.

Actual class Predicted disease Predicted control Third group

Control 9 7 5

Disease 21 13 17
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Table 4. Confusion matrix - clustering coefficient.

Actual class Predicted disease Predicted control Third group

Control 7 8 6

Disease 21 15 15

In this case, we can understand that the third group, takes, in both experi-
ments, patients from the two groups, suggesting to be more investigated.

5 Conclusions

In conclusion, our study aimed to explore the application of machine learning
techniques to graph data derived from fMRI scans. By employing a global mul-
tiple alignment method, we were able to align extracted networks and discover
similarities among them. This alignment facilitated a clustering analysis, which
further elucidated relationships within the data. Our methodology successfully
demonstrated the capability to classify unseen data into its appropriate group
based on regions of interest (ROIs) identified through multiple alignments. The
results are promising and suggest that machine learning can effectively analyze
fMRI graph data. However, the performance of the clustering could be enhanced
by using huge data sets, and a detailed examination of preprocessing parameters
to optimize the analysis.
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