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Abstract. Large eddy simulations (LES) are extensively employed in
aerodynamics-related industrial research and applications. However, the
application of lattice Boltzmann based LES techniques in vascular blood
flow research is less extensively documented. This study investigates the
feasibility of employing lattice Boltzmann based large eddy simulation
techniques, specifically the Smagorinsky-based subgrid scale turbulence
model, for simulating high Reynolds number blood flow at a coarse-
grained resolution. Initially, a stenotic channel flow simulation is con-
ducted, with results undergoing validation against existing experimental
data and direct numerical simulation results, showing strong agreement
for both. Subsequently, our model is applied to simulate aortic steno-
sis at a resolution of 100µm, demonstrating the capability to model high
Reynolds numbers around 4500, despite such flows conventionally requir-
ing a resolution of around 20µm. These results underscore the substantial
promise of utilising LES techniques in blood flow simulations, benefiting
not just the lattice Boltzmann method but also enlightening the broader
computational fluid dynamics community. This approach offers advan-
tages for large-scale human simulations at coarser resolutions.

Keywords: Large-eddy simulations · lattice Boltzmann method · tur-
bulent flow · stenosis of the aorta

1 Introduction

Computational fluid dynamics (CFD) is vital for industrial applications rang-
ing from physics, and engineering to biomedical applications. Direct numerical
simulation (DNS) is directly solving the Navier-Stokes equations on a discre-
tised domain by using finite-difference[32], finite-volume [9] and finite-element
methods [44]. Despite high accuracy for CFD related problems, DNS is nor-
mally time-consuming and computationally expensive. Large-eddy simulations
(LES) [30,31] can reduce the computational cost by modeling the subgrid-scale
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(SGS) turbulence. However, efficient LES calculations still suffer from the data-
dependencies in their implementation and need refined grids [4,7,41] near the
wall to correctly model the physics. To mitigate grid dependencies in LES-based
simulations, coupling with RANS simulations near the wall is necessary [28];
however, this introduces additional coupling efforts.

The lattice Boltzmann method (LBM) [33] may be considered an alternative
approach to solve some CFD problems numerically. Instead of solving the Navier-
Stokes equations directly, LBM discretises the Boltzmann equation and imple-
ments the streaming and collision of probability density functions. Under limits
imposed by a Chapman-Enskog analysis, LBM can be considered as an equiv-
alent representation of solving the Navier-Stokes equations directly. Due to the
inherent locality of the method, the LBM is relatively easy to deploy in parallel
computing approaches compared to other conventional CFD methods. LBM has
gained in popularity over the last few decades and has been successfully applied
to various phenomena ranging from micro-nano fluidics problems [38,36,37,6],
mesoscopic problems like blood flow simulations [42,12,25], and macroscopic scale
problems [15,16,20,27]. In addition to its efficient parallelisation, the LBM is also
suitable for sparsely configured complex geometry problems, namely blood fluid
simulations [19] and flow through porous media [14].

HemeLB[22], is an LBM-based, open-source software package that is designed
to study the sparse fluid domains characteristic of vascular geometries. The code
is available in the repository [34]. In many hemodynamics studies using the LBM,
the flows examined are often based on a relatively low Reynolds (Re) number
(Re < 1000). Examples in the literature include those examining the circle of
Willis [23], arteriovenous fistula [24] or aortic aneurysm [2]. From a physio-
logical perspective however, previous studies have demonstrated that arterial
blood flow can attain much higher Reynolds numbers (exceeding 4000 in some
regions) [3]. Simulating this can be a challenge and such regimes can lead to util-
ising high resolution discretisations of the domain and can decrease the stability
of the simulation [10]. Hou et al. [15] integrated the Smagorinsky Subgrid Scale
(SGS) model into lattice Boltzmann frameworks by incorporating a turbulent
effective viscosity, thereby marrying the relaxed resolution requirements of LES
techniques with the efficient parallelisation of the LBM. LBM-based LES sim-
ulations are extensively employed for modeling turbulent flows [26,39,40], with
applications spanning various industries. Notably, these simulations have been
applied in the analysis of airfoils [5,29] and vehicle aerodynamics [11]. Conven-
tionally, CFD modelling of turbulent aortic flow can result in significant compu-
tational costs, primarily due to the necessity of a fine grid near the vascular wall.
[10,21,43].However, to the authors’ knowledge, the application of lattice Boltz-
mann based LES methods in modelling blood flow simulations remains scarcely
explored. In this study, we incorporate the Smagorinsky SGS model into the
HemeLB solver, demonstrating the feasibility of employing a "coarse-grained"
thoracic aorta model with a resolution of 100 µm, achieving results comparable
to those at a 20 µm resolution [10].
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The structure of this paper is as follows: we elucidate the lattice Boltzmann
method, inclusive of the subgrid scale turbulence model, applied to the hemody-
namics solver [22], in Section 2. In Section 3, we initially assess the accuracy of
the current LES model through a comparison with experimental data [8] and a
DNS benchmark [17]. Subsequently, we contrast the stenosis in aortic flow with
and without the incorporation of the turbulence model. Finally we summarize
our findings and conclude in Section 4.

2 Methods

2.1 The lattice Boltzmann method

This study employs a three-dimensional (3D) Lattice Boltzmann model featuring
19 discretised directions, known as the D3Q19 model. The lattice cell is specified
by its position x and time t, and is characterized by a discretised velocity set
ci where i ∈ {0, 1, . . . , Q − 1} with Q = 19. The evolution equation for the
distribution functions can be written as:

f(x+ ci∆t, t+∆t) = f(x, t)−Ω [f(x, t)− feq(x, t)] , (1)

where Ω denotes the Bhatnagar-Gross-Krook (BGK) or single relaxation time
(SRT) collision kernel, defined as Ω = ∆t

τ [33]. τ is the relaxation time. The
collision kernel relaxes the distribution function towards the local Maxwellian
distribution function feq

i :

feq
i (x, t) = wiρ (x, t)

[
1+

ci · u (x, t)

c2s
+
[ci · u (x, t)]

2

2c4s
− [u (x, t) · u (x, t)]

2c2s

]
, (2)

where wi denotes the direction based weights (wi = 1/3 for i=0, 1/18 for the
six nearest neighbours and 1/36 for the remaining directions), ρ (x, t) is the
cell macroscopic density, u (x, t) is the cell macroscopic velocity. In Eq. (1), ∆t
symbolizes the lattice Boltzmann time step, which is set to unity. The LBM
kinematic viscosity ν is defined as

ν = c2s

(
τ − 1

2

)
∆t, (3)

with cs representing the speed of sound, and c2s equating to 1/3 in Lattice Boltz-
mann Units (LBU). Macro-scale quantities such as density and momentum are
derived from the moments of the distribution function fi(x, t), the discrete ve-
locities ci:

ρ(x, t) =

Q−1∑
i=0

fi(x, t), (4)

ρ(x, t)u(x, t) =

Q−1∑
i=0

fi(x, t)ci, (5)
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2.2 Smagorinsky subgrid-scale modelling

We now summarize the lattice Boltzmann based Smagorinsky SGS LES tech-
nique: Within the LBM framework, the effective viscosity νeff [30,15,18] is mod-
elled as the sum of the molecular viscosity, ν0, and the turbulent viscosity, νt:

νeff = ν0 + νt, νt = Csmag∆
2
∣∣S̄∣∣ , (6)

where
∣∣S̄∣∣ is the filtered strain rate tensor, Csmag is the Smagorinsky constant,

∆ represents the filter size. We apply Eq. (6) into Eq. (3) to add the turbulent
viscosity. The detailed demonstration of the turbulent viscosity can be found in
[15,39].

2.3 Sponge layer implementation

To reduce the velocity fluctuations near the outlet, a sponge zone is set up as a
damping region [13,1,39,40]. In the sponge zone, we impose a higher kinematic
viscosity, νs, defined as

νs = νeff

[
1 + (p− 1)

( ∥d∥
wwidth

)2
]
, (7)

where p are empirical viscocity ratio constants which are set to p = 1000 in this
work. ∥d∥ denotes the distance of the lattice cell point to the outlet plane. wwidth

represents the width of the sponge zone prior to the outlet.

3 Results

In this section, we initially present the configuration of stenosis in turbulent
channel flow for validation purposes, and subsequently conduct a comparative
analysis with both experimental Particle Image Velocimetry (PIV) (Ding et
al.) [8] and DNS datasets [17]. Subsequently, the potential of the LBM-based
LES (LBM-LES) approach is elaborated upon, demonstrating its capability to
simulate aortic flow at a resolution of 100µm, which is coarser than the resolution
attainable with the exclusive use of the BGK collision operator.

3.1 Validation of the turbulent channel flow simulation

As a validation exercise for the method, we first consider a high-resolution
stenotic channel flow simulation. As depicted in Fig. 1, the dimensions of the
stenotic channel flow are configured as Lx×Ly×Lz, where Lx = 266δ, Ly = 22δ,
and Lz = 2δ correspond to the streamwise, spanwise, and vertical directions,
respectively. Here, δ denotes the turbulent boundary layer thickness, set at
δ = 0.0045m. The lattice resolution is set to 100µm, resulting in a simulation
domain composed of approximately 1.0×109 lattice cells. The Smagorinsky con-
stant is set to Csmag = 0.01 in this simulation. The domain is driven by an inlet
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boundary condition characterized by a plug velocity profile, where the maximum
velocity reaches 2.16m/s. The outlet is configured with a pressure-free boundary
condition to facilitate flow egress without additional resistance. To enhance the
stability, a sponge zone, highlighted in the figure in orange, is positioned prior to
the outlet to absorb reflective waves triggered by non-equilibrium bounce-back
effects at the outlet. The sponge zone is set to 4δ to ensure the stability of the
simulation. Both the upper and lower planes in the z direction are assigned no-
slip boundary conditions. Unlinke the setups described in other studies [18,39],

Fig. 1: Illustration of a stenotic channel flow simulation setup: The depicted
stenotic channel commences with a semi-cylindrical bump, possessing a height of
1δ, obstructing 50% of the channel’s cross-section. The green zone demonstrates
the semi-cylindrical obstacle’s configuration. The blue zone shows a snapshot
where the channel flow has evolved into a fully developed turbulent velocity
profile. The orange zone represents the sponge zone, designed to absorb reflective
waves emanating from the outlet.

periodic boundary conditions are not employed in the spanwise direction. In-
stead, a wide channel with no-slip boundary conditions, mirroring the experi-
mental configurations [8], is implemented. To accelerate the turbulent transition
adaptation length, a semi-cylindrical obstacle with the height of a half-sphere is
positioned at 6.5δ from the inlet. Initially, the inlet flow is established as lami-
nar, but the presence of the obstacle disrupts the flow’s symmetry, leading to a
gradual transition to turbulent flow. The inlet velocity is incrementally increased
from 0.1m/s to 2.16m/s over a duration of 1 second. The computational cost
for running the validation case can be find in Tab 1

Computational model CPU type number of
cores

Timesteps

Stenotic channel flow AMD EPYC Zen2 8192 2,000,000
Aortic flow AMD EPYC Zen2 8192 2,500,000

Table 1: Table for the computational time for both stenotic channel flow valida-
tion and stenotic aortic flow simulation.
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Fig. 2: Representation of u+ as a function of y+, where the black dotted line
illustrates the DNS reference data [17]. The blue triangles depict the PIV ex-
periment data from Ding et al.[8]. The red triangles represent the data obtained
from our LBM-LES simulation.

Upon reaching the maximum velocity, the simulation continues for an addi-
tional second to ensure that the turbulent flow fully develops. The channel flow
simulation yields a Reynolds number, Re, approximately equal to 4600. Simul-
taneously, the friction Reynolds number, Reτ , is estimated to be around 130.
The expressions defining Re and Reτ are presented as

Re = umax ∗H/ν, Reτ = uτ ∗H/ν (8)

where Re is characterized by the maximum velocity and Reτ is measured by the
shear velocity. H is the channel flow height which is 9×10−3m, ν is the kinematic
viscosity which is set to 4× 10−6m2/s. We commence collecting statistics after
the first second of simulation, focusing on the blue region illustrated in Fig. 1,
positioned at the channel’s mid cross-section, extending from 0.2m to 0.4m. The
spatial ensemble average of the streamwise velocity, u+, as a function of y+, is
calculated. These variables represent the dimensionless mean velocity and the
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dimensionless distance from the wall, respectively, offering insights into the flow
characteristics within the specified region.

u+ =
⟨u⟩
uτ

, y+ = y

√
τω/ρ

ν
, (9)

where ⟨·⟩ denotes the ensemble average over the streamwise direction. u repre-
sents the streamwise velocity, and uτ is defined as the shear velocity. The variable
y denotes the physical distance to the wall, while τw represents the wall shear
stress. ν is the kinematic viscosity from the LBM simulation obtained via Eq. (3).
As depicted in Fig. 2, the experimental data begins from y+ = 10, whereas the
y+ for the first cell near the wall in the LBM-LES simulation is approximately
y+ = 1.5. Although there is a minor deviation in the first cell, the LBM-LES
simulation aligns well with both experimental and DNS references. For y+ > 30,
the LBM-LES results deviate slightly from the DNS data but remain in close
agreement with the experimental results. Overall, the LBM-LES implementation
demonstrates good concordance with both experimental and DNS simulations.
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Fig. 3: Presentation of urms
+′ and vrms

+′ as functions of y+, with the black and
black dotted lines representing the DNS reference data [17]. The blue circles
and squares correspond to urms

+′ and vrms
+′ from the experiment results [8],

respectively. Additionally, the red circles and squares depict the LBM simulation
outcomes for urms

+′ and vrms
+′, respectively.
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Furthermore, we examined the dimensionless root mean square (RMS) for
two velocity components on streamwise and vertical direction. u+′

rms, v+′
rms are

the dimensionless RMS velocity components that are normalized with the shear
velocity uτ :

u+′
rms =

√
(u(x)− ⟨u⟩)2

uτ
. (10)

Spatial averaging for RMS is performed only during post-processing due to the
high resolution of the simulation. In Fig. 3, the red markers represent the LBM-
LES simulation results, while the blue markers correspond to the PIV experimen-
tal reference, and the black lines denote the DNS reference. Both experimental
and LBM-LES results successfully capture the peak value of u+′

rms compared with
the DNS data. Beyond the peak, both LBM-LES and experimental results grad-
ually deviate from the DNS data, which may be attributed to statistical issues
and the confinement of the channel flow in the spanwise direction. Regarding
the vertical velocity component u+′

rms, LBM-LES results align well with the ex-
perimental data but are slightly lower than the DNS results for y+ > 20.

Considering both Fig. 2 and Fig. 3, it is evident that the LBM-LES imple-
mentation aligns closely with experimental and DNS results, demonstrating its
capability to capture turbulent statistical quantities accurately. The comparison
reveals that the LBM-LES method effectively replicates the key features of tur-
bulent flows, confirming its reliability in modeling complex flow dynamics. This
alignment shows the potential of LBM-LES in contributing valuable insights into
the understanding of turbulence, particularly in the context of fluid dynamics
simulations.

3.2 Simulation of high Reynolds number flow in a stenosis of the
aorta

In this subsection, we present our capability to simulate blood flow at Re = 4500
utilising our LBM-LES methodology. Specifically, we apply this technique to sim-
ulate stenotic blood flow within a thoracic aorta model [35], which has an inlet
diameter of approximately 0.01m. The largest lattice spacing required to rea-
sonbly represent such a domain is approximately 100µm. However, the BGK
collision operator faces challenges in achieving stable simulations at this resolu-
tion (especially at elevated Re) due to the limited choice of the relaxation time
τ . For a reliable simulation of stenotic aorta flow, a finer resolution of 20µm for
the geometry may be necessary. To illustrate the benefit of LES techniques, we
set to the model resolution in our study to 100µm with the Smagorinsky con-
stant set to Csmag = 0.01. As a proof of the concept, the model is initialized with
an inlet velocity around 1m/s. Pressure-free outlet conditions are established for
three branches leading to the cerebral and upper limb vasculature and a singular
outlet in the bottom leading to the descending aorta. The sponge regions are set
near the outlets of the vascular with p = 1000 in Eq. (7). As shown in Fig. 4, the
LBM-LES based simulation is able to capture the pressure drop due to the pres-
ence of the nearing part of the aorta. The cross-sectional views on upper, middle,
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and lower section near the aortic constriction shows that on the upper plane, the
mean velocity is around 1m/s, the reduced cross-section of the middle section
leads to the acceleration of the blood flow to around 1.8m/s. Furthermore, the
high blood flow velocity leads to turbulent flow in the lower part of the stenotic
region. The presence of the blockage will also lead to a pressure drop [10] which
is observed in our simulation. We emphasise that the typical resolution for the
stenotic aorta would be around 20µm resolution, whereas, our configuration is
able to observe similar velocity and pressure profile at 100µm resolution. The
computational cost for running the stenotic aorta flow is illustrated in Tab 1
Fig. 5 provides an instantaneous snapshot illustrating the surface stress profile

Fig. 4: Instantaneous snapshot of aortic stenosis simulation: on the left-hand
side, the pressure distribution within the aortic flow is depicted. The right-hand
side illustrates three cross-sectional views—upper, middle, and lower—proximal
to the aortic constriction. This figure effectively demonstrates the capability of
HemeLB to capture the blood flow behavior of aortic flow at a stenotic location
with a maximum velocity of 1.8m/s.

of the aorta, along with the velocity profile across a section near the stenotic
region. This figure highlights that the area proximal to the aortic constriction
exhibits significantly elevated wall shear stress, indicative of the stenosis acting
as an obstruction, impeding blood flow and directing it towards the descending
aorta. Consequently, the upper region of the aorta is subjected to increased blood
pressure, as depicted in Fig. 4. Elevated wall shear stress is also observed near
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the aortic outlets, attributed to the implementation of the sponge layer. On the
right-hand side of Fig. 5, the velocity profile within the aorta is presented, re-
vealing a laminar-turbulent transition induced by aortic stenosis. Mirroring the
stenotic channel flow simulation illustrated in Fig. 1, the flow evolves into a tur-
bulent state, achieving a peak velocity of approximately 1.8m/s. This transition
underscores the complexity of flow patterns in the areas of aortic constriction,
reflecting the significant impact of stenosis on the hemodynamic behavior of the
aorta.

Fig. 5: The snapshot presents an instantaneous simulation of wall shear stress in
stenotic aortic flow, featuring a cross-sectional visualization near the region of
aortic stenosis. The velocity magnitude profile within this cross-section highlights
the transition from laminar to turbulent flow, a phenomenon occurring within
the stenotic segment of the aorta.

4 Conclusion

In this study, the integration of the Smagorinsky turbulence model into the
HemeLB framework is evaluated for simulating high Reynolds number aortic
flow. The validation involved a high-resolution stenotic channel flow, showcasing
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the laminar-turbulent transition along the streamwise direction. Quantitative
analysis is conducted at a downstream cross-section located at y = 11δ, where the
flow transitions to full turbulence. Here, both the mean velocity profile and the
RMS values of the streamwise and vertical velocities exhibited good agreement
with experimental and DNS reference data. The LBM-LES methodology is then
applied to aortic stenosis flow simulations, utilising a sponge layer and turbulence
model to qualitatively replicate the phenomenological behavior observed in aortic
stenosis, including increased blood pressure in the upper part of the stenotic
region, high shear-stress near the region, and the occurrence of laminar-turbulent
transition within the stenotic segment of the aorta. This work underscores the
fact that the simulations of stenotic aorta can be conducted at a resolution
of 100µm, whereas standard simulations typically require a finer resolution of
20µm [10]. Future efforts will focus on an in-depth quantitative analysis of the
aortic stenotic flow simulation. utilising the current technique could pave the
way for full human simulation, making comprehensive computational modeling
more feasible and realistic.
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