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Abstract. This study investigates the application of Large Language
Models (LLMs) in generating commentaries on neuroscientific papers,
with a focus on their stylometric differences from human-written texts.
Utilizing three papers from reputable journals in the field of medical
neuroscience, each accompanied by published expert commentaries, we
compare these with commentaries generated by state-of-the-art LLMs.
Through quantitative stylometric analysis and qualitative assessments,
we aim to be a part of the discussion around the viability of LLMs in aug-
menting scientific discourse within the domain of medical neuroscience.
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1 Introduction

In the context of the application of Large Language Models (LLMs) in medicine,
the ability to distinguish between human-written and computer-generated text
becomes critically important for several reasons [5].

First, it ensures the integrity and trustworthiness of medical research and
its implementation [37]. Human experts often provide nuanced insights based
on years of experience and tacit knowledge that LLMs, despite their advanced
capabilities, might not fully replicate. Identifying the text’s origin allows readers
to weigh the insights accordingly, appreciating the depth of human expertise or
the data-driven breadth of LLMs.

Second, distinguishing between these sources of text helps in maintaining a
high standard of ethical transparency [52]. As the medical field relies heavily
on evidence-based practice, the clear labelling of human versus Al contributions
upholds the ethical standards of research dissemination and consumption. It
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ensures that practitioners and researchers are fully informed about the nature
of the information they are engaging with, facilitating informed decision-making
processes.

Lastly, this distinction aids in the ongoing evaluation and improvement of
LLMs themselves. Researchers can identify areas where LLMs excel or fall short
by comparing human and Al-generated papers, guiding further development and
training efforts. This not only enhances the utility of LLMs in medical applica-
tions but also ensures that these tools are used in a manner that complements,
rather than supplants, human expertise [41].

In this paper, we compare artificially generated papers with human-written
scientific literature. We do this by matching LLM-produced text with published
commentaries on existing medical papers. Medical commentaries serve as a vi-
tal component of the scientific communication ecosystem, offering insights, cri-
tiques, and expanded discussion on published research findings. Unlike original
research articles that require the presentation of new experimental data, sta-
tistical analyses, and results, commentaries primarily rely on the interpretation
and discussion of existing studies. The distinction makes commentaries an ideal
genre for exploring the potential of LLMs in medical literature generation, as the
focus shifts from providing new, verifiable data to synthesising and discussing
existing knowledge.

Opting for the generation of medical commentaries not only aligns with the
strengths of LLMs but also offers a pragmatic pathway to evaluate their potential
in medical literature. It allows for both qualitative and quantitative assessments
of the generated texts, and enables the stylometric analyses — giving insights
into their linguistic structure. Supplemented with a qualitative evaluation that
is particularly suited to the nuanced and interpretative nature of commentaries
— our study aims to explore the capabilities of LLMs in generating medical com-
mentaries, comparing them with human-written texts to assess their potential
and limitations. This approach not only highlights the current capabilities of
LLMs but also sets the stage for future advancements and applications in the
generation of medical texts.

2 Related works

Comparison of various LLMs should consider the aim of the source text pro-
cessing and analysis: not only text summarisation and data extraction [29,43,
50] but also simplification [31,18], semantic similarity and reasoning, critical
commentary and quality evaluation [7,22]. Depending on the objectives of the
source text analysis, fine-tuned domain-specific language models remain the first
choice, rather than general LLM models [7]. The comparison of different models
in the context of the aim of their use is shown in [16, 7]. The models used in the
present paper are described in [53,20,44,9].

There are some problems which should be addressed in the context of LLMs
comparison. One of them is the text structure of scientific papers. Scientific
works, due to different structuring standards and the use of data not only in the
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form of continuous text but also tabular data and graphs can be treated as un-
structured texts [30, 11, 51] when analysed using LLMs. Another problem is the
length of the article considered as a single statement. Studies have been carried
out comparing models with long source texts [55]. The problem of hallucination
in natural language generation is adressed in [24, 40].

Comparing the performance of LLMs to the effect of human labour can em-
phasize the factual correctness of the generated text [17,15] as well as the stylis-
tic (in)distinctiveness of the generated response [46,4]|. In the latter context,
it becomes convenient to use linguistic and stylometric tools [35], which have
long been used for problems of text attribution, verifying text’s authorship and
investigating characteristics of their style [42]. Moreover, research efforts are in-
creasingly focused on the development of automated methods for detecting text
generated by LLMs [32, 8].

Producing fake scientific papers has a long tradition, notably with 1996
Sokal’s hoax and a later computer-science paper generator SClgen [45], and so
has the detection of gibberish or computer-generated papers [48, 26]. Since then,
whole benchmarks for the task of detecting automatically generated academic
papers have appeared [27,34], which however may undergo a fast deterioration
due to the exponential growth of LLM capabilities and the fact that authors
may utilise LLMs as auxiliary tools in their writing [1]. More recent works focus
specifically on detecting LLM-generated texts [19, 34], and the methods include
stylometric analysis [54].

3 Methodology

3.1 Stylometry

Stylometry, as an academic field, constitutes an area of study within computa-
tional linguistics and digital humanities, focusing on the quantitative analysis of
textual features to deduce metadata such as authorship, chronology, and stylistic
evolution. This discipline leverages statistical and machine learning methodolo-
gies to scrutinize the stylistic fingerprints left by authors in their texts, thereby
facilitating a deeper understanding of literary corpora beyond the capabilities of
traditional approaches.

The potential utility of stylometry extends into the realm of analyzing LLMs,
offering a lens through which to examine the generative capabilities and inherent
biases of models.

Methods and setup For the unsupervised quantitative analysis of text style,
two baseline methods from the R package ‘Stylo’ [13] were used: the principal
component analysis (PCA) of the covariance matrix of feature frequencies and
bootstrap consensus trees (BCT). The correlation matrix was less useful since
the real commentaries (number one and two) stand out mainly due to their larger
length. The features checked included the normalised occurrence frequencies of
the most frequent words (MFWs; we chose the typical range between 100 and
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1000 MFWs and, for BCT, they were iterated by 100) and their N-grams (again,
following the typical choice from 1 to 3). The features were ‘culled’ in the range
from 0% to 25% (which means the minimum percentage of texts in which a
feature must occur; higher values were leaving too few features to compute a
BCT). The consensus trees used the cosine delta distance, commonly considered
in stylometry the reliable choice [14].

As a more modern alternative, the authors’ own pipeline for interpretable sty-
lometric analysis [36] was used. The pipeline used Spacy [33] ‘en_core _web _lg’
model for preprocessing steps (including tokenisation, named entity recognition,
dependency parsing, and part-of-speech annotation), LighGBM [25] as the state-
of-the-art DART boosted trees classifier, SHAP [28] for computing explanations,
and Scikit-learn [38] for feature counting and cross-validation. The texts were
chunked into 50-token samples. The extracted features included: 1-3-grams of
lemmas and parts of speech, dependency-based bigrams of lemmas, NER entity
types, and morphological annotations. Binary classification was performed be-
tween the real and fake commentary for each LLM. The baseline corresponds to
a dummy classifier with the strategy of choosing the most frequent class. Strati-
fied 10-fold cross-validation (i.e., in each fold the ratio training: test set size was
9:1) was repeated 10 times to collect more reliable statistics. Within the training
sets, 10% data were used for model validation.

Both stylometric analyses excluded: the abstract, keywords, figures or tables
and their captions, the lists of authors, affiliations, footnotes, and references,
as well as sections like acknowledgements. Preprocessing included also removal
of hyphenations at line breaks, leaving line breaks only between paragraphs,
converting numerical citations to in-text citations (author, year), normalising
quotation marks, etc.

3.2 Qualitative criteria for text evaluation

In conducting the study, specific heuristics were selected for the qualitative com-
parison of texts: the annotators answered if the generated texts provided an:

. accurate summarization and referencing of original research,

. correct references to real academic papers,

. proper abstraction of relevant knowledge from the cited papers,
. coherent argumentation of presented arguments,

. realistic numerical results, tables, or figures,

. strict scientific knowledge — in terms of factual correctness,

. strict scientific knowledge — in terms of being state-of-the-art,

. fitting structure/argumentation as expected from a commentary,
. pertinent tone/style as expected from a commentary,

. qualitatively new insight with respect to the original paper.

O © 00O Utk W

—

The responses: “Yes”, “No” or “Partly/Not applicable” are summarized in
Table 2. “Partly” was used in several cases, including partial correctness of the
text, but also only paraphrasing the information already given in the prompt
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or in the original paper (hence, assumed to be correct, e.g., in terms of factual
correctness) without any new information produced.

Two authors of this paper, JKA and JKO, were the annotators. The pa-
pers matched the annotators’ expertise. They had access to the original papers,
the real commentaries, and the LLM-generated ones and could read them and
respond to the criteria at their own discretion and in any order.

3.3 Large Language Models Used

The Large Language Models considered for the generation of commentary were:
PT-4-1106-preview (general purpose) [2], Google Gemini (general purpose) [47],
and MED-PaLM2 (medical purpose) [44].

The GPT and Gemini were chosen as one the best LLMs for general purpose.
We tried to use LLMs dedicated to medical cases, but only MED-PaLM2 was
a ready to use LLMs. Meditron [9] and MedAlpaca [21] are also designed for
medical purposes, but are not fine-tuned and for this reason both were excluded
for this research.

Limitations of considered LLMs The final two models mentioned in the
previous subsection, namely Meditron and MedAlpaca, are publicly available on
HuggingFace® platform. Meditron requires that users agree to share their contact
information. These models are based on the Llama 2 model and have been trained
on medical data, making them potentially suitable for the analysis outlined in
this study. However, a detailed analysis reveals two significant limitations that
make them unsuitable for use in this research:

The initial issue concerns the fine-tuning process in constructing these LLMs.
The publicly accessible Meditron has not undergone fine-tuning; it remains a raw
pre-trained model. Although it has been exposed to articles and can generate
content similar to them, it lacks comprehension when it comes to the specific task
of commentary article generation. However, MedAlpaca has been fine-tuned, but
only for question-type tasks, excelling in providing answers related to medical
issues. However, it fails to grasp the task of article generation, leading to very
poor results that do not resemble an academic article at all.

The second issue relates to the challenge of context length. The prompts
used to test the LLM (see Section 4.2) consist of more than 9,000 tokens. How-
ever, Meditron-7B and MedAlpaca-7B are limited to 2048 tokens each, while
Meditron-70B has a capacity of 4096 tokens. Consequently, both the query and
the response must comply with these constraints (2048, 4096). While it is fea-
sible to trim the query, any adjustments must consider the model’s limitations
and allocate space for the response (e.g., accommodating up to 1024 tokens).

In summary, above mentioned open-source models pre-trained on medical
data are still far from having the capability to generate commentaries resulting
in their exclusion from the study.

® https://huggingface.co/
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4 Data

The experimental data consists of three original research papers [49, 23, 39|, to-
gether with their commentary articles [6,10,3] and the corresponding LLM-
generated commentaries.

Only the commentaries were analysed, while the original research papers were
only used in LLM prompts.

4.1 The source papers and commentaries

The selection criteria for the source papers were: existing commentary article in
the same journal, highly ranked journal within the research area of the paper,
publication within the last 5 years.

4.2 The generation of LLM’s commentary (prompts)

The prompt used to generate the commentaries included the information on the
type of academic paper to be written (a commentary), the journal in which it
should be published (the same as original), the focus (criticism of methodology
and the interpretation of the results; not to summarise the whole paper), the
method (to cite the scientific papers following given arguments), and lastly — the
text of the original research paper (without references).

Prompt structure The prompt has following structure:

1. Paragraph: Given the following article, write a commentary article to
be published in the same journal. Consider only the criticism of the
methodology and the interpretation of the results. Do not summarise
the whole text. Cite the scientific papers with your arguments. Use only
real, published scientific work:

2. Citation of the original paper including title and full journal name.

Phrase: The original article is provided below:

4. The text of the original research paper with abstract, highlights (when
apply) etc. but without references.

@

5 Results

5.1 Quantitative Analysis

The unsupervised methods visualised in Fig. 1 show that (i) the texts mostly
cluster according to which paper they were commenting, (ii) GPT-4’s output
consistently clusters with the real texts, while the other two models form separate
clusters. The figure presents only one chosen set of parameters (the features were
1000 MFWs for PCA and 100-1000 MFWs for the BCT), but the results were
stable over other MFW ranges, their N-grams, and culling.
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Fig. 1. Unsupervised visualisation: (left) Covariance PCA, (right) Bootstrap Consensus
Tree.

Table 1 shows the results of the LGBM classifier with around 3000 features.
Although the accuracy scores are close to the baseline due to a large class imbal-
ance (the real commentaries were longer, hence, they provided a larger number
of samples), the F1 scores show a reasonable performance, given that the sam-
ples are short and come in small numbers. Such scores allow us to use SHAP
explanations to obtain an idea about the textual features that make the LLM-
generated texts imperfect. As shown in Fig. 2 (middle), the features responsible
for detection can be as simple ‘SPACE’, which in fact corresponds to the num-
ber of paragraphs delimited by line breaks (large in Gemini and MED-PaLM2);
another example is the usage of plurals, ‘Number:Plur’ (over the top in Gemini
and MED-PaLM2, but underused in GPT-4 with respect to the real texts).

5.2 Qualitative Assessment

[Paper 1] GPT-4: The generated text correctly referred to specific paragraphs
or in the original paper including some numerical results. The structure, register
and tone were all acceptable for a commentary article, with the exclusion of the
commentary title. The argumentation heavily relied on the discussion section
of the original paper but it did not introduce any new ideas. The arguments
were all reasonable (except, perhaps, a plea for consensus in the field rather
than correction of the paper) but since they followed the limitations mentioned
by the original paper’s authors, they would not constitute a reason to publish
the commentary. There were 10 references, out of which nine appeared in the
original paper, five were on the reference list (three correct, one not cited in the
text, one had incorrect journal/volume/page, one had an incorrect but existing
author and incorrect year/page), four in-text citations were not on the list.
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Accuracy F1

LLM Train Val Test Imbalance [baseline] [baseline] Recall
e R ol W S B
T e e L
MEDFaLMZ 96 1112 21|t on oo B

Table 1. LGBM classification results of 50-token samples. The left-hand side of the
table provides the median number of samples (across all cross-validation runs) in train-
ing, validation, and test sets and the ratio of the numbers of real to fake samples.
The performance metrics are provided against the baseline dummy classifier in square
brackets.

MED-PaLM2: The model misunderstood the task and produced responses
to a hypothetical reviewer’s comments. No new numbers or tables were gener-
ated. The generated text and all the scientific statements it contained referred
to and paraphrased specific paragraphs from the original paper. The reference
list comprised only a PubMedCentral link to the original paper, but there were
seven other in-text citations.

Gemini: The generated text referred to specific paragraphs or items in the
original paper, e.g., to tables 2-4 (correctly quoting their captions) or to the
numerical value of median age [correctly: mean]. It also contained a fictitious
quote (together with the page, where it should be found in the article), although
one close in meaning to several existing sentences. The model made an untrue
statement that the authors of the original paper “do not provide any evidence ...
specific examples or data” to support their claims. There were no citations, a ref-
erence list nor new numbers or tables. The argumentation consisted of repeated
general statements that repeated limitations mentioned in the paper itself; it
did not contain any other piece of specific scientific knowledge. The tone and
convention were acceptable with the exclusion of the section titles.

[Paper 2] GPT-4: The produced text accurately cited particular sections and
numerical findings from the initial paper. The format, style, and tone were suit-
able for an analytical piece. However, the discussion didn’t present any novel
concepts, adhering closely to the constraints acknowledged by the authors of
the original study. While the arguments made were logical, their reliance on the
original paper’s limitations means they do not provide a sufficient basis for the
publication of the commentary. Furthermore, although all references were ac-
curately cited, they were directly drawn from the information provided in the
prompt.

MED-PaLM2: The model undertook a secondary task of summarizing the
text and identifying its strengths and limitations. The strengths and limitations
highlighted were directly extracted from the prompt provided. There are no
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Fig. 2. SHAP values of the first 10 features most important for classifying real com-
mentary vs (top) GPT-4, (middle) Gemini, and (bottom) MED-PaLM2. Each point is
a 50-token text sample coloured (left) by its class membership or (right) by its feature
intensity. Positive SHAPs point toward real texts, and negative toward fake ones.

quotes, footnotes, or references to numerical data beyond the most basic infor-
mation, such as the number of study participants or the number of experiments
conducted. The structure of the output does not resemble that of an article but
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rather that of a summary. While the discourse maintains a scientific tone, it lacks
any element of novelty. This approach reflects a concise synthesis and critique
of the original content, focusing on presenting a distilled overview rather than
expanding on the data or introducing new interpretations.

Gemini: The model performed a task very similar to that of MED-PaLLM2
as described above. It lacks original observations, and the entirety of its out-
put is limited to a summary of the text prompt devoid of quantitative data
and references. While the style remains appropriate, the structure is even more
generalized than in the previous instance. This approach suggests a focus on
summarizing content without adding new insights or detailed analysis, aligning
closely with the provided instructions yet falling short of contributing to a deeper
understanding or expanding on the topic with additional context or evidence.

[Paper 3] GPT-4: In this instance, the model’s output is at times incoherent
(e.g., going without a logical link from the issue of spatial and temporal resolu-
tion to DTT providing structural but not functional connectivity), but it correctly
addresses the original article and is mostly correct in contextualising the cita-
tion. Interestingly, while there is no reference list, the in-text citations are mostly
correct (three taken from the original paper, six newly added, and one with the
correct author but incorrect year). The new references can be tracked to exist:
they are highly cited papers of recognisable authors in the field, which however
makes the citations slightly dated. The structure and style are acceptable for a
commentary, with a slightly over-the-top introductory paragraph, not a fitting
title, and comments not as specific as usually seen in commentaries. Some re-
marks indicate knowledge from outside the commented paper and involve careful
reading and checking, to ascertain their factual correctness.

MED-PaLM2: The model focused on limited discussion rather than any
factual errors (cf the real commentary), making rather general statements on
“critical evaluation of study quality, a balanced discussion of conflicting results,
a comprehensive analysis of the strengths and limitations of different neuroimag-
ing techniques [...] the generalizability of findings, ethical considerations, and fu-
ture research directions”. Some of these remarks were missed (e.g., neuroimaging
techniques were discussed adequately), while some were new with regard to the
original paper (e.g., ethical considerations). The overall tone and structure re-
minded that of a reviewer’s comments rather than a commentary article. There
were no citations, numbers, etc. From underneath the generalities, there were
only glimpses of specific pieces of scientific knowledge.

Gemini: The model’s output is very similar to that of MED-PaLM2 above.
Again, it mostly comprises general statements on the original paper’s limited
discussion. As before, some criticisms are poorly grounded (e.g., that individual
modalities had been discussed in isolation, as the original text mentions a few
comparisons between the neuroimaging techniques — although, admittedly, part
of this information had been presented in a figure not included in the prompt).
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GPT-4 MED-PaLM2 Gemini
paper 1‘paper Z‘paper 3Hpaper 1‘paper Q‘paper SHpaper 1‘paper Q‘paper 3

1. summary , R , , s s s , s
2. references , , , , R | ] ®O | ® | &
3. citing , , , , Q | ), ®,Q R | ],
4. coherence , , , , , , X , ,
5. numbers Q| ¥ | ®& ®,® ®® ®,® R | ®,8 | ®&
6. factuality , , , , , , & ) )
7. SOTA , , , , R | ®,R ,® & | X®
8. structure , R , XX X XX X XX ,
9. tone , , , XX s R s s X,
10. novelty XX X, , XX X, X, XX X, X,
Table 2. The left column lists abbreviated criteria from Sec. 3.2.

The evaluation scale was: Yes — v/, No — X, Partly — *, N/A (feature does not appear

in the text) — ®. The inter-annotator reliability was good as measured by ordinal
Krippendorff’s alpha, a = 0.77, 95%CI[0.67,0.86].

6 Discussion

Qualitatively, current LLMs produce grammatically and semantically correct
texts. The generated papers’ content usually does not exceed the content of the
original research paper, and as such can be merely considered a summary of the
paper’s limitations or discussion sections. The best model, however, can write a
compelling commentary article that references relevant studies, and whose tone
and structure agree with editorial standards for that particular article type, and
thus hypothetically it might incur some editorial costs before rejection.

Classic stylometric techniques provide a reliable classification of bag-of-word
(BoW) text samples for sizes > 2000 tokens in corpora of 100 novels [12]. In
our easier setup (binary classification and text segments instead of BoW), a
reasonable performance is obtained even for the small sample and short texts
(50 tokens!). The repeated cross-validation constitutes tentative evidence that
LLMs do have stylistic preferences which can be used to detect them and which
one can track as individual, explainable features.

Limitations It is uncertain whether an LMM output’s style is inherent to the
model or provoked by the prompt. The working assumption was that given the
same prompt the outputs of all LLMs are comparable. However, how changes to
the prompt result in different outputs might depend on the LLM.

Admittedly, the tree classifiers tend to overfit — hence our extensive use of
cross-validation — and a larger sample of texts would be advisable. The stability
of indiavidual features and their SHAP importance depends on the size of the
training sample as much as the generalisability of the classifier.
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Another limitation of this paper is no blind review and no control. The
authors who evaluated the generated texts knew that they were produced by
LLMs. This limitation was to be alleviated by the introduction of the inter-
annotator agreement parameter.

7 Conclusion

We demonstrate the possibility of applying stylometric methods for analyzing
computer-generated texts within the medical neuroscience domain. Scientific
and domain-specific texts are significantly more challenging to generate effec-
tively due to their grounding in real knowledge and facts, which cannot be easily
summarized from a general knowledge base. These types of errors produced by
the state-of-the-art language models can be assessed only by manual qualitative
evaluation.

The continuous improvement of machine learning models necessitates the de-
velopment of methodologies to differentiate their outputs from human-written
text. Stylometry, which analyzes literary styles statistically, is a proposed method.
However, its effectiveness in identifying machine-generated texts, which increas-
ingly resemble human writing, is uncertain. Thus, validating this quantitative
approach is crucial, as it would clarify the potential and limitations of stylometry
in this evolving field. This highlights the need for further research to refine the
tools for distinguishing between different sources of text generation.
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