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Abstract. The design of antenna systems poses a significant challenge due to strin-
gent performance requirements dictated by contemporary applications and the high 
computational costs associated with models, particularly full-wave electromagnetic 
(EM) analysis. Presently, EM simulation plays a crucial role in all design phases, 
encompassing topology development, parametric studies, and the final adjustment 
of antenna dimensions. The latter stage is especially critical as rigorous numerical 
optimization becomes essential for achieving optimal performance. In an increasing 
number of instances, global parameter tuning is necessary. Unfortunately, the use 
of nature-inspired algorithms, the prevalent choice for global design, is hindered by 
their poor computational efficiency. This article presents an innovative approach to 
cost-efficient global optimization of antenna input characteristics. Our methodol-
ogy leverages response feature technology, ensuring inherent regularization of the 
optimization task by exploring the nearly-linear dependence between the coordi-
nates of feature points and the antenna's dimensions. The optimization process is 
structured as a machine learning (ML) procedure, utilizing a kriging surrogate 
model rendering response features to generate promising candidate designs (infill 
points). This model is iteratively refined using accumulated EM simulation data. 
Further acceleration is achieved by incorporating multi-fidelity EM analysis, where 
initial sampling and surrogate model construction use low-fidelity EM simulations, 
and the ML optimization loop employs high-fidelity EM analysis. The multi-fidel-
ity EM simulation data is blended into a single surrogate using co-kriging. Exten-
sive verification of the presented algorithm demonstrates its remarkable computa-
tional efficiency, with an average running cost not exceeding ninety EM simula-
tions per run and up to a seventy percent relative speedup over the single-fidelity 
procedure. 

Keywords: Antenna design; global optimization; computer-aided design; re-
sponse features; bio-inspired algorithms; variable-fidelity EM analysis. 
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1 Introduction 

The development of contemporary antennas presents considerable challenges. On one 
hand, stringent performance requirements, guided by both existing and emerging appli-
cation areas [1]-[3], encompass a range of electrical and field parameters (among oth-
ers, wideband and multi-band operation, high gain, circular polarization, beam scanning 
[4]-[6]), reconfigurability [7], and constraints related to small physical dimensions [8]. 
On the other hand, addressing the intricacies of antenna geometries crafted to meet 
these demands [9], [10] poses a substantial challenge on its own. Traditional parametric 
studies, often employed for dimension adjustments, are found lacking in the control of 
multiple variables, not to mention the consideration of various design objectives or con-
straints. As a more robust alternative, formal numerical optimization methods [11] are 
recommended. However, the accurate assessment of antenna responses necessitates 
full-wave electromagnetic (EM) analysis, a resource-intensive process. Given that EM-
driven optimization often requires a large number of antenna simulations, the resulting 
computational expenses could be prohibitive. Even the costs associated with local pa-
rameter adjustment, whether gradient-based [12] or stencil-based [13], may be signifi-
cant. Global [14] or multi-objective optimization [15], as well as uncertainty quantifi-
cation [16], entail considerably higher expenses, with the usual number of objective 
function evaluations easily reaching several thousand. 

Despite the challenges associated with global optimization, its significance in an-
tenna design is on the rise. On one hand, there is a growing number of inherently mul-
timodal problems, such as pattern synthesis of antenna arrays, design of frequency-
selective surfaces, or the creation of metamaterials and metasurfaces [17]. On the other 
hand, many antenna structures incorporate various topological alterations, such as 
stubs, defected ground structures, and shorting pins [18], aiming to enhance antenna 
performance but also introducing parameter redundancy and expanding the search 
space [19]. Other reasons for employing global optimization methods include the need 
for antenna re-design across an extensive range of operating conditions (e.g., center 
frequencies) or the absence of an initial design of sufficient quality. Currently, global 
optimization is predominantly driven by bio-inspired population-based procedures 
[20], [21]. These algorithms process sets of candidate solutions for the given problem. 
Their global search capability is often attributed to information exchange among indi-
viduals in the population [22], and the utilization of partially-stochastic mechanisms 
such as selection and recombination [23]. Various bio-inspired algorithms, including 
genetic and evolutionary algorithms, particle swarm optimizers (PSO), firefly algo-
rithm, or grey wolf optimization, are widely used [24]-[27]. However, new methods in 
this category are continually proposed [28], [29]. While population-based procedures 
are structurally simple and easy to handle, their computational efficiency is inferior. 
The typical running costs of a nature-inspired algorithm can reach several thousand 
objective function calls. Thus, their direct use in EM-driven design is essentially pro-
hibitive. In practice, these algorithms are employed only when the underlying merit 
function is inexpensive to evaluate (especially if it is analytical or EM-based but takes 
less than ten seconds per simulation) or when parallelization is facilitated by available 
resources and licensing. 

Enabling practical electromagnetic (EM)-driven optimization using bio-inspired 
algorithms becomes feasible through the application of surrogate modeling techniques 
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[30]. A common configuration for a surrogate-assisted procedure involves utilizing the 
metamodel as a rapid predictor to generate candidate solutions, with iterative surrogate 
enhancement utilizing accumulated EM simulation data [31]. These candidate 
solutions, known as infill points, may be generated based on different criteria aiming 
to enhance model reliability (exploration), identify a globally-optimum design 
(exploitation), or strike a balance between exploitation and exploration [32]. The role 
of a bio-inspired search is to globally optimize the surrogate model or identify 
parameter space regions with the highest expected modeling error. The computational 
advantages arise from the fact that the majority of operations occur at the level of the 
fast metamodel rather than directly using EM analysis. Commonly utilized modeling 
techniques encompass kriging, Gaussian Process Regression (GPR), and neural 
networks [33], [34]. Optimization procedures following the discussed scheme are often 
referred to as machine learning (ML) frameworks [35]. Despite the advantages of 
surrogate-assisted methods, they face challenges related to the rendition of a 
dependable behavioral model. The complexity arises from the prononunced 
nonlinearity of antenna responses and the vast size of the search space. Typically, these 
procedures are demonstrated using relatively simple (especially low-dimensional) test 
cases [36]. Mitigation methods available in the literature include performance-driven 
modeling [37]; however, its integration into global search procedures is not 
straightforward. Other techniques include multi-fidelity EM simulations [38], and 
response feature technology [39], which proves useful for local tuning as well as 
surrogate modeling. Feature-based methods capitalize on re-stating the design problem 
with regard to carefully appointed characteristic points of the component outputs (in 
the case of antennas, usually, frequency and level values of their resonances) and 
leveraging nearly-linear dependence between these coordinates and original designable 
parameters (predominantly, geometry ones). Response features have been 
demonstrated to efficiently regularize the design task, resulting in faster convergence, 
and reducing the training dataset size necessary to construct a dependable behavioral 
model [40], [41]. 

The aim of this research is to present an innovative method for surrogate-based global 
optimization of antenna input characteristics. Our approach integrates a machine learning 
(ML) framework with kriging interpolation surrogates and multi-fidelity electromagnetic 
(EM) simulation models. In the initial phase of the search process, encompassing param-
eter space sampling and initial surrogate model construction, low-fidelity EM analysis is 
employed. Within the primary ML loop, the high-resolution model is used, and the model 
(predictor) generates candidate solutions (infill points) using the particle swarm optimizer 
(PSO) as the underlying search engine. The infill criterion is the minimization of the pre-
dicted objective function. The model is then refined with accumulated EM simulation 
data, and low- and high-fidelity data samples are merged into a single metamodel using 
co-kriging. The entire search process is conducted by re-stating the problem in terms of 
the response features of the antenna under consideration. Comprehensive verification 
studies demonstrate the remarkable computational efficiency of the proposed technique, 
with an average running cost not exceeding ninety high-fidelity EM simulations. This 
corresponds to a significant relative acceleration of up to seventy percent over various 
state-of-the-art benchmark methods, including both bio-inspired and ML algorithms. 
Simultaneously, our algorithm exhibits excellent reliability and repeatability of results. 
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2 Global Optimization Using Response Features and Multi-
Fidelity EM Analysis 

This part of the paper outlines the developed optimization framework. We start by for-
mulating the optimization problem in Section 2.1 with focus on multi-band antenna 
input characteristics. Section 2.2 reprises the notion of response features, whereas Sec-
tion 2.3 is devoted to the variable-resolution EM simulations. Subsequent sections de-
lineate kriging and co-kriging modelling (Section 2.4), which are employed for con-
struction of a primary low-fidelity surrogate (Section 2.5), and high-fidelity model re-
finement (Section 2.6). Section 2.7 offers a summary of the entire procedure. 

 
2.1 Antenna Design Task: Formulation 

As we focus on optimization of the input characteristics of multi-band antennas, our 
aim is to arrange antenna resonances at specific locations, i.e., intended (target) fre-
quencies Ft = [ft.1 … ft.K]T. We also strive to enhance the impedance matching at the 
same locations, which corresponds to minimization of the modulus of the reflection 
coefficient |S11| at ft.j, j = 1, …, K. This problem utilizes a minimax objective function. 
Table 1 provides the basic notation, using which the design task may be expressed as  

* arg min ( , ) tU
x

x x F                                                  (1) 

Other design problems are also conceivable, such as maximization of the impedance 
bandwidth or antenna gain enhancement. Yet, the particular task discussed in this study 
may serve as an illustrative scenario frequently encountered in practical applications.  

 
2.2 Concept of Response Features 

The main hardship in EM-driven antenna design optimization is the significant cost of 
multiple EM analyses, inevitably invoked by numerical search process. This expenses 
are troublesome for local optimization and increase radically when global algorithms 
are at play. In the global search, the entire design space––vast both in terms of dimen-
sionality and span––needs to be explored, which presents a challenging task. Nonline-
arity of antenna outputs, particularly for multi-band antennas, add further complexity 
to this undertaking. Similarly, due to the response shape, rendition of a dependable 
surrogate accurately representing the characteristics of interest is intricate. 

The response feature approach [42] can be employed for tackling the aforementioned 
difficulties. The response feature technology requires that the design task is redefined 
with regard to characteristic points of the antenna outputs. This allows to take the ad-
vantage of the nearly-linear dependency of the feature point coordinates (typically, fre-
quencies and levels of characteristic locations in the frequency characteristics) on an-
tenna dimensions [39]. Applying this method permits regularization of the merit func-
tion, and speeding up the convergence of the entire search. Additionally, quasi-global 
search capabilities are enabled [39], whereas the data set size for creating a dependable 
model is largely reduced [40]. It is of paramount importance that feature points coincide 
with the design goals [42]. For example, in the case of impedance matching improve-
ment of multi-band structures, frequency and level locations pertinent to antenna reso-
nances are particularly useful.  
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Table 1. Multi-band antenna optimization: Basic notation  

 
 

Let us define a response feature vector fP(x) = [ff(x)T fL(x)T]T, with ff(x) = [ff.1(x) … 
ff.K(x)]T and fL(x) = [fL.1(x) … fL.K(x)]T being its horizontal and vertical coordinates, re-
spectively. The merit function may be expressed with regard to response features as  

  2
.1 .( , , ) max ( ),..., ( ) || ||  F P t L L K f tU f f

x
x f F x x f F                      (2) 

In (2), the second term  ||ff – Ft||2 corresponds to a regularization factor, enforcing 
alignment of the resonant frequencies with their required allocations. The factor β 
should be set so as to guarantee that the regularization term sufficiently contributes 
when necessary (i.e., if resonances are largely misaligned (we have  = 100). Despite 
the fact that (2) differs from the minimax formulation of Table 1, yet, the respective 
optimum solutions coincide (provided they are reachable). 
 

Table 2. Basic definitions of kriging and co-kriging modeling 
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2.3 Multi-Resolution EM Simulations 

Low-fidelity models can expedite design optimization procedures mainly by diminishing 
the time needed for system evaluation at the expense of deteriorating its accuracy. In an-
tenna design, low-resolution models are realized as coarse-discretization EM models. De-
pending on the intricacy of the antenna topology, various levels of acceleration can be 
achieved. Typical speedup ranges from below three to over ten in some cases. 

In this study, the role of the low-resolution surrogate, labelled as Rc(x), will be twofold: 
(i) rendition (random) of observable set utilized for design space pre-screening, and (ii) 
construction of the primary surrogate (in the form of a kriging interpolant, as explained 
in Section 2.4). As the procedure advances, co-kriging model will be employed for 
merging low- and high-fidelity points to establish an enhanced surrogate. We will use 
Rf(x) to represent the high-fidelity model. 
 
2.4 Kriging and Co-Kriging Metamodels 

Kriging and co-kriging models [38] are utilized in this study as predictors guiding 
optimization procedure towards global solution. We will use {xBc

(k),Rc(xBc
(k))}k = 1, …, NBc, 

to denote the low-fidelity dataset comprising designs xBc
(k) with relevant responses. Let 

also {xBf
(k),Rf(xBf

(k))}k = 1, …, NBf, represent the high-fidelity dataset, EM-evaluated at a 
high-fidelity resolution at the vectors xBf

(k). 
Table 2 compiles the relevant notation as well as the details pertaining to kriging and 

co-kriging surrogates: sKR(x) and sCO(x), respectively. In general, co-kriging surrogate 
constitutes a composite of two models. The first one is a kriging model sKRc whose 
training data set is of low-resolution, we have (XBc, Rc(XBc)). Whereas the second model, 
sKRf, is established based on the residuals (XBf, r), with r = Rf(XBf) – Rc(XBf), where  
is derived by the Maximum Likelihood Estimation (MLE) of the second model [43]. 
Both sKR(x) and sCO(x) utilize the same correlation function, see Table 2. 

 
2.5 Pre-Screening of Design Space. Primary Surrogate Construction 

In our approach, the first stage of the search process consists in gathering an ensemble 
of random low-fidelity parameter vectors. Using the eligible samples (i.e., such whose 
frequency characteristics enable feature point extraction) the primary surrogate s(0)(x) is 
established as a kriging interpolation metamodel [38].  

(0) (0) (0) (0) (0)
.1 . .1 .( ) ( ) ... ( ) ( ) ... ( )          

TT T

f f K L L Ks s s ss x x x x x                        (3) 

Observe that the surrogate (3) generates predictions of the feature’s coordinates. The 
model s(0)(x) is identified using the training samples comprising vectors xBc

(j), j = 1, …, 
Ninit, along with the corresponding features fP(xBc

(j)), assessed based on low-resolution 
simulations. The generation of the data points is carried out sequentially, and only the 
vectors of identifiable features are incorporated (see Fig. 1). The number of the initial 
samples Ninit (in practice, between 50 and 200) is selected based on the required 
metamodel accuracy, with the parameter Emax (acceptance threshold for a relative RMS 
error) set by user. The data generation procedure is illustrated in Fig. 2. The specific 
number of random points allowing to acquire Ninit decent samples is usually twice (or 
three times) as large as Ninit. 
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Fig. 1. Observable generation for primary model construction, which is identified using the sam-
ples whose resonances belong to the assumed target range. 
 

 
Fig. 2. Primary surrogate model: Training data generation. 
 
2.6 PSO-Based Infill Points Generation. Co-Kriging Model 

Once Ninit low-fidelity data samples have been collected, the initial surrogate (3) is 
established. The main phase of the proposed procedure involves refinement of s(0)(x) 
based on high-resolution data xf

(i), i = 1, 2, …, which are evaluated as 
( 1) ( )arg min ( , ( ), )


i i

f F tX
U

x
x x s x F                                         (4) 

In (4), s(j), j = 1, 2, …, refer to co-kriging models built using two datasets: (i) low-fidelity 
dataset {xBc

(j), fP(xBc
(j))}, j = 1, …, Ninit, and (ii) high-fidelity dataset {xf

(j), fP(xf
(j))}, j = 1, 

…, I, which comprises the high-fidelity samples gathered up to the ith iteration.  

ICCS Camera Ready Version 2024
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-63775-9_2

https://dx.doi.org/10.1007/978-3-031-63775-9_2
https://dx.doi.org/10.1007/978-3-031-63775-9_2


8 

In current iteration, consecutive infill points are generated by globally optimizing the 
predictor s(i) using a particle swarm optimizer (PSO) [44]. The search event terminates if: 
(i) successive iteration points are adequately close, i.e., ||x(i+1) – x(i)|| < , or (ii) no 
betterment of the merit function across the last Nno_improve iterations has been detected. We 
use the following values:  = 10–2 and Nno_improve = 10. 

 
2.7 Complete Optimization Procedure 

This section provides delineation of the complete global optimization procedure. We 
have only three control parameters, summarized in Table 3. The discussion on parameters 
 and Nno_improve has been already given in Section 2.6. As for the last parameter Emax, it 
represents an acceptance threshold for the relative RMS error of the primary model. We 
use Emax = 2%, yet, virtually any value below ten percent may be used, because the model 
operates at response features. This makes functional landscape rather regular, in contrast 
to far more rugged landscape of entire antenna responses.  

Figure 3 summarizes operating steps our algorithm. First, input data is delivered (Step 
1). The algorithm is launched with the pre-screening stage (Step 2; see Section 2.5). This 
is followed by building the initial model (Step 3), which later on serves as a predictor for 
rendition of the first high-fidelity infill point (Step 5). In Steps 6 and 8, the surrogate 
update is performed, and the entire infill process continues until convergence.  

 

 
Fig. 3. Pseudocode of the developed global optimization framework. 
 

Table 3. Global multi-fidelity optimization framework: Control parameters  
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3 Verification Case Studies 

The efficacy of the developed global optimization procedure is verified in this section 
with the use of two antenna examples and comparisons with four state-of-the-art bench-
mark algorithms. 

 
3.1 Test Cases and Experimental Setup 

The introduced algorithm is applied to two microstrip antenna structures shown in Figs. 
4 and 5 respectively. The same figures provide essential information about antenna 
substrate parameters and design variables. The EM models are realized using CST Mi-
crowave Studio [47]. The low-resolution models are obtained by reducing the discreti-
zation density of the structures (cf. Table 4). Our design goal is to relocate antenna 
resonant frequencies to the assumed target values. The target operating frequencies are 
ft = [2.45 5.3]T GHz (Antenna I) and ft = [3.5 5.8 7.5]T GHz (Antenna II). The lower 
and upper bounds for design variables are l = [15 3 0.35 0.2 1.8 0.5]T, u = [50 12 0.85 
1.5 4.3 2.7]T (Antenna I), and l = [10 17 0.2 45 5 0.4 0.15 0.2 0.1 0.5 0.1]T, u = [16 25 
0.6 55 15 0.5 0.3 0.8 0.4 0.65 0.5]T (Antenna II).  
 Antennas I and II were optimized using the proposed algorithm (setup: Emax = 2%,  
= 10–2, Nno_improve = 10). The benchmark algorithms have been outlined in Table 5. We 
have: PSO, a multiple-start gradient search, and two ML algorithms. The first one is a 
surrogate-based procedure with kriging metamodels, tackling complete antenna fre-
quency characteristics. The second is akin to the feature-based algorithm proposed in 
Section 2 but only employs the high-resolution EM model at all search stages.  

 
 

 
Fig. 4. Antenna I [45]: (a) geometry, (b) essential parameters.  
 
 

  

Fig. 5. Antenna II [46]: (a) geometry, the light-shade grey indicates a ground-plane slot, (b) es-
sential parameters.  
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Table 4. Computational models for Antennas I and II 

 
Table 5. Benchmark algorithms 

 
 
3.2 Results and Discussion 

Given the stochastic nature of the procedures under consideration, each algorithm has 
been executed ten times, and the resulting statistics are presented in Tables 6 and 7 for 
Antenna I and II, respectively. Figures 6 and 7 illustrate the reflection characteristics 
and the objective function evolution for selected runs of the algorithm. The assessment 
of the developed optimization procedure's performance is conducted below, taking into 
account factors such as the dependability of the optimization process, design quality, 
and cost-efficacy. 

Reliability: The reliability is gauged through the success rate, representing the num-
ber of successful runs (out of ten) where the algorithm successfully positioned the an-
tenna resonances at the intended targets. Our algorithm demonstrates a flawless success 
rate, comparable only to the two ML-based benchmark methods (Algorithms III and 
IV). Other techniques exhibit noticeable inferiority. Notably, in the case of PSO, the 
results highlight the significantly higher computational budget required for bio-inspired 
optimization. 

Design Quality: Design quality is evaluated by the mean value of the cost function, 
which remains comparable for all algorithms. The reported differences hold minor prac-
tical importance. The seemingly poorer values displayed by Algorithms I and II result 
from showcasing the average performance, reduced by unsuccessful runs. 
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Table 6.  Optimization results for Antenna I 

 
 

Table 7.  Optimization results for Antenna II 

 

 

 

 
                                              (a)                                                                            (b) 
Fig. 6. |S11| of Antenna I evaluated for the designs generated by our algorithm (top) and evolution 
of the objective function value (bottom), shown for typical algorithm executions: (a) run 1, (b) 
run 2. The iteration counter starts upon constructing the initial surrogate model. Vertical lines 
represent the assumed operating frequencies, here 2.45 GHz and 5.3 GHz.  
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                                              (a)                                                                             (b) 
Fig. 7. |S11| of Antenna II evaluated for the designs generated by our algorithm (top) and evolution 
of the objective function value (bottom), shown for typical algorithm executions: (a) run 1, (b) 
run 2. The iteration counter starts after constructing the initial surrogate model. Vertical lines 
represent the assumed operating frequencies, here 3.5 GHz, 5.8 GHz, and 7.5 GHz. 

 
Computational Efficiency: The proposed algorithm stands out for its lower running 

cost compared to other global search algorithms. The average expenses, assessed as the 
equivalent number of high-resolution EM simulations, are only 65 and 90 for Antenna 
I and II, respectively. This implies a cost reduction of 30% and 74% for Antenna I and 
II compared to Algorithm IV (similar to the proposed one but using the high-fidelity 
model only). It is noteworthy that the computational benefits increase with problem 
complexity. The majority of antenna evaluations occur in the initial stage of the search 
procedure (parameter space pre-screening and initial surrogate model rendition) with 
the use of the low-fidelity model. Another observation is that the proposed algorithm 
only required 77 and 259 random observables in the first stage of the optimization pro-
cess for Antennas I and II (in both cases, achieving the modeling error Emax). Con-
versely, Algorithm III, working with complete antenna responses, could not reach the 
required accuracy limit, necessitating the establishment of the surrogate using 400 data 
samples (the allowed budget). Thus, leveraging response features leads to a notable 
reduction in computational expenses during this stage of the process. 

This analysis suggests that the proposed algorithm serves as a viable alternative to 
existing global search techniques. Although demonstrated for multi-band antennas, 
comparable performance is anticipated for other problem types, provided they can be 
reformulated using response features. The primary advantages of our technique lie in 
reliability, computational efficiency, and a straightforward setup: with only three con-
trol parameters, two of which relate to termination criteria. 

4 Conclusion 

This study has introduced an innovative approach to achieving low-cost global optimi-
zation for antenna structures. Our methodology capitalizes on the characteristics of re-
sponse features, employing a feature-based reformulation to serve as a tool for regular-
ization of the optimization task. The search process is structured within a machine 
learning (ML) framework, utilizing kriging interpolation surrogates as the primary pre-
dictor. This surrogate is employed to generate promising candidate solutions (infill 
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points), with iterative refinement using accumulated electromagnetic (EM) simulation 
data. The involvement of multi-fidelity EM simulations is instrumental in reducing the 
algorithm's running cost. Specifically, initial parameter space sampling and surrogate 
model construction are executed using low-fidelity EM simulations, while the ML pro-
cess leverages high-fidelity EM analysis, seamlessly blended with the low-fidelity sam-
ples through co-kriging. Our methodology has undergone comprehensive validation 
using two microstrip antennas, demonstrating exceptional computational efficiency 
(with an average cost not exceeding ninety high-fidelity EM simulations per run), result 
consistency, and a significant speedup compared to benchmark methods. These bench-
marks encompass both nature-inspired and ML routines. 
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