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Abstract. The purpose of the article is to develop a new dimensional-
ity reduction algorithm for categorical data. We give a new geometric
formulation of the PCA dimensionality reduction method for numerical
data that can be effectively transferred to the case of categorical data
with the Hamming metric.
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1 Introduction

One of the objectives of principal component analysis (PCA) is to reduce the
dimension of the data space while retaining as much information as possible. The
standard algorithm (see, for instance [12]) consists of calculating the eigenvec-
tors of the covariant (correlation) matrix and using it as a new basis in the space
of data. Coordinates of data vectors in this new basis are the principle compo-
nents. The major principle component corresponds to the eigenvector with the
largest eigenvalue, the minor component—to the eigenvector with the smallest
eigenvalue. The dimensionality reduction involves discarding minor components.

However this algorithm is not applicable in case of categorical data, where
the structure of linear space is not available.

Fig. 1. Scaling that minimizes total relative inner-class squared distance
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In this article we propose a new interpretation of the PCA dimensionality
reduction and transfer it to a set of categorical data. Namely, consider an affine
transform of the data space that minimizes the total relative squared inner-class
distance (figure 1). It turns out that the major principle component will be scaled
with the minimal multiplier, while minor component with the maximal one.

The problem of dimensionality reduction can be brought to finding a scaling
that minimizes the relative total squared distance. The direction with the most
scaling multiplier corresponds to the minor component that can be dropped with
a minimal information lost.

Such interpretation can be transferred to a space of categorical data with the
weighted Hamming metric.

To prove the concept we perform numeric experiments on three datasets.
Experiments show that discarding the features in order according to our method
always results in the loss of a minimum amount of information. Discarding the
features in reverse order results in maximal information loss.

The rest of the paper is organized as follows. In section 2 we shortly recall ba-
sic related works paying main attention to recent works concerning non-numeric
data. Section 3 contains our new interpretation of PCA dimensionality reduction
for numeric data. This interpretation in transferred to categorical data in the
section 4. To verify our concept we performed numerical experiments that are de-
scribed in the section 5. Finally, we give some concluding remarks in the section 6.

2 Related Works

Developed for numerical continuous data in the pioneering works of Pearson [18]
and Hotelling [11], PCA has found many applications in many fields of data
analysis. The method and recent developments for continuous numerical data
are described in book [12] and review [13].

We focus on extensions of the PCA to discrete data. The most known is the
correspondence analysis (see, for instance [12, section 5]) which deals with the
principal components of the normalized contingency matrix.

In articles [10,7] the PCA was applied to a binary data. In case of ordinal
data the authors of [14] suggested a variant of PCA based on Spearman’s and
Kendall’s rank correlation coefficients. In our algorithm, the data features re not
ordered and can have arbitrary cardinalities.

Let us also mention some recent papers that develop PCA for discrete data
with additional complex structure as intervals or histograms [16,2,4]|. In our
parer we do not assume any additional structure defined on the data.

The PCA is often formulated as an optimization problem: maximizing disper-
sion of data projection, optimal approximation of the data with a linear manifold,
finding projection that maximize the total inner-class squared distance. To the
best of our knowledge the optimization problem suggested in this paper was
not directly considered before. A characteristic feature that distinguishes our
algorithm from other approaches: first we define a minor feature, and the other
algorithms start by determining the most important feature.
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The weighted Hamming metric itself was recently used for unsupervised [9]
and supervised [8] metric learning for numeric-categorical data. Application of
the weighted Hamming metric to the problem of dimensionality reduction of
categorical data seems to be new.

3 Reformulation of PCA dimensionality reduction for
numerical data

In this section we will show that minimizing of the total relative squared inner-
class distance allows us to determine the minor principle component.

Assume that each data instance x has m numerical features, i.e. x € R”
with the standard Euclidean distance. The distance is invariant with respect to
translations and rotations. So, let us make two following assumptions:

1. The features are uncorrelated,
2. The data has a multivariate normal distribution centered at the origin.

That means that distribution function is as follows:
exp (—% TZ'*lac)
f(z) =
(2m)n det X

where X is the correlation matrix, which in case of uncorrelated data is diagonal
¥ =diag(A,..., \n), 271 =diag(A\7t, .. ALY, det D= Ay Ay, and Ay > 0

for i =1,...,n. The total inner-class squared distance is
H = dist® (2, ) f () f (y) dz dy,
R™ xR™

where do = dxy ...dx,, dy =dy; ...dy,.

We are to find a scaling (z1,...,2,) — (wi21,...,wyx,), where w; > 0 for
i =1,...,n, that minimizes the total inner-class squared distance:

Hw) =3 u? [ -y do dy (1)
=1 R7 xR"”

Since the function H (w) is homogenious we add a constraint on the weight w:

S wi=1, 2)

The restriction of H(w) to (2) is the total relative inner-class squared distance.
By the standard calculation the coefficient at w? in (1) equals z; = 2);. So,
the minimization problem is as follows:

> wi\; — min,
Yiqwi=1, w;>0forj=1,...,n.

One can solve it with the method of Lagrange multipliers:

wl:(zn )\;1)_1/)\1‘7 i=1,...,n.

=1

Specifically, the minor component (of minimal );) has the maximal multiplier.
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4 Dimensionality reduction for categorical data

In this section we transfer considerations from the last section to the case of
categorical data.
Assume that the dataset X of M instances is given. Let each instance z €

X has n categorical features of finite cardinalities aq,...,a, respectively, x =
(z1,...,2n). We use the standard Hamming metric as a distance on X:
n
disty (z,y) = Zi:l diff (2, yi),
L ifa#p,

where z,y € X, and diff (o, 8) = 0 if 3
, ifa=4.

Let us also make an assumption that the dataset is divided into ¢ classes,
X =(C1U---UC,. The total inner-class distance is

G= %Z Z disty (x, ).

k=1z,ycCy
Do define a “scaling”, let us introduce the weights vector u = (u1,...,u,) €
R"™, where u; > 0 for i = 1,...,n and the weighted Hamming distance:

distp o (z,y) = Zil u; diff (2, y;).

Consider minimization problem for the function

G(u) M2 Z Z distp, (2, y) ZUZ M2 Z Z diff (z;, ys) (3)

k=1z,yeC} k=1z,yeCy

with the following constraint on weights u:

S wi=1, (4)

which is exactly the same as (2), and call the restriction of G(u) to the hyper-
plane (4) the total relative inner-class distance.

Denoting coefficient at u; in (3) by s;, we obtain the following minimization
problem:

n
> uis; — min,
Yui=1, u; >0fori=1,...,n,

which is known as the linear programming problem. The objective function
reaches its optimal value at one of the vertices of the polytope defined by the
constraint. Hence the optimal vector has the form uq,y = (0,...,0,1,0,...0),
i.e. all the coordinates but one are zeroes. The feature k that corresponds to
coordinate uept,; = 1 is called the minor component and can be discarded first
in dimensionality reduction.

Repeating this procedure after the feature k reduction, one determines the
next minor feature, and so on. We summarize the method in the algorithm 4.1.
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Algorithm 4.1 Reduction of m dimensions
Require: the dimension of dataset X is n, n > m
Ensure: the dimension of dataset X is n —m
s+ 0
while s < m do
solve the optimization problem (5) and discard the minor component
s+ s+1
end while

5 Numerical Experiments

To illustrate the concept a few R scripts have been created. The code is available
as a project on Gitlab at https://gitlab.com/adenisiuk/pca.

The purpose of our test is to show that the algorithm allows to reduce dimen-
sionality while retaining as much information as possible. To do this we consider
the classification problem. We classified data with complete set of features and
then we discarded features one by one in different orders. First, according to the
proposed algorithm: starting from the most minor feature, this order is referred
as pca order (red line on the figures). Second order is reverse to the pca order:
starting from most major features. We call this order acp order (blue line on the
figures). We also performed two tests with random order of features discarding,
the sample order (green lines on the figures).

Implementations of three classifiers: random forest, SVM and XGBoost in R
were used in experiments: [15,17,5]. For the random forest classifier an average
result for 100 tests is presented.

We use the F;Score as a measure of classification accuracy. Some of datasets
have more than two classes. In all the tests we define F{Score as

2 - total presicion - total recall

F1Score = — )
total presicion + total recall

where total presicion and total recall are the sums of respectively presicion
and recall for all the classes.

We considered the following three datasets: the Car Evaluation [3], the Con-
gressional Voting Records [6] and the Tic-Tac-Toe Endgame [1]. All the tested
datasets were split into train (80%) and test (20%) parts.

One can see that in all the tests the pca order always gives the minimal
information loss while the acp order gives the maximal lost.

5.1 Car Evaluation dataset

The dataset contains 1728 instances. Each instance has 6 features of cardinalities
respectively 4, 4,4, 3,3, 3. The dataset is split into 4 classes [3].

The results of classification are presented at the figure 2. The pca order for
this dataset is 3, 2, 1, 5, 4, 6. Orders sampled in tests were as follows: 4, 1, 3, 2,
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Fig. 2. Classification accuracy for the Car Evaluation dataset
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Fig. 3. Classification accuracy for the Congressional Voting Records dataset

6,5 and 1, 5, 3, 6, 4, 2 for the random forest classifier, 1, 6, 4, 3, 5, 2 and 5, 4,
3,1,6,2for SVM, 2,4, 1, 3,5, 6 and 4, 2, 6, 3, 5, 1 for XGBoost.

One can observe the for all classifiers the pca order has minimal and the acp
order has maximal accuracy loss when discarding features.

5.2 Congressional Voting Records dataset

The dataset contains 435 instances. Each instance has 16 features of cardinali-
ties 3. According to the data description we interpreted values “?” as the third
option in voting. The dataset is split into 2 classes [6].

The results of classification are presented at the figure 3. The pca order for
this dataset is 2, 10, 16, 11, 1, 15, 13, 6, 14, 9, 7, 12, 5, 8, 3, 4. Orders sampled
in tests were as follows: 4, 16, 6, 10, 7, 1, 5, 14, 2, 3, 12, 13, 11, 9, 8, 15 and 10,
4,8, 6, 16, 5, 2, 7, 15, 14, 9, 1, 12, 13, 11, 3 for the random forest classifier, 1,
11,7,9, 14, 2, 4, 13, 8, 10, 16, 6, 15, 5, 3, 12 and 9, 10, 5, 8, 12, 16, 2, 14, 4, 11,
15, 13,6, 7, 3, 1 for SVM, 12, 15, 7, 9, 4, 11, 1, 8, 14, 3, 16, 10, 6, 13, 2, 5 and
11,16, 5, 7, 13, 4, 9, 14, 2, 6, 3, 8, 10, 15, 12, 1 for XGBoost.

Again, the pca order has minimal and the acp order has maximal accuracy
loss when discarding features. Note also very stable classification for the pca
order and drastic drop in accuracy after discarding the component 4, which is
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Fig. 4. Classification accuracy for the Tic-Tac-Toe Endgame

most significant according to our algorithm. This is especially noticeable at the
sample orders for random forest classifier: the 4th feature was the first and the
second one.

5.3 Tic-Tac-Toe Endgame dataset

The dataset contains 958 instances. Each instance has 16 features, each one is
of cardinality 3. The dataset is split into 2 classes [1].

The results of classification are presented at the figure 4. The pca order for
this dataset is 2, 4, 8, 6, 9, 3, 7, 1, 5. Orders sampled in tests were as follows: 5,
6,2,3,4,8,1,9,7and 4, 9, 3, 6, 5, 1, 8, 7, 2 for the random forest classifier, 5,
4,7,3,9,2,8,1,6and 7, 8, 3,6,4,9, 1,2, 5 for SVM, 2,8,6,3,1,7,9,5, 4
and 3,4,7,5,2,1,9, 6, 8 for XGBoost.

As in two previous experiments, the pca order has minimal and the acp order
has maximal accuracy loss when discarding features. The accuracy graphs for
this dataset is more monotonic than for the Congressional Voting Records. This
is probably related to greater uncorrelatedness of the features. As in the previous
example, let us notice drop in accuracy after discarding the feature 5: see two
sample orders for the random forest and the SVM classifiers where this feature
is the first one.

6 Conclusion and Future Work

In this article we propose a new geometric interpretation of the PCA dimen-
sionality reduction algorithm and transfer it to categorical data. The algorithm
involves determining and discarding minor features.

Numerical experiments confirm that the method allows to discard features
with minimal lost of information, at least for the classification problem.

So, we can suggest this method of dimensionality reduction for categorical
data analysis.

Hovewer, unlike the classical PCA, our method does not provide any quanti-
tative characterization of the amount of information discarded. Developing such
an interpretation is one of the future tasks.
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Another direction of the future work is extension of the method to data that

have both numerical and categorical features.
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