
Assessing the Stability of Text-to-Text Models
for Keyword Generation Tasks

Tomasz Walkowiak[0000−0002−7749−4251]

Wroclaw University of Science and Technology
tomasz.walkowiak@pwr.edu.pl

Abstract. The paper investigates the stability of text-to-text T5 mod-
els in keyword generation tasks, highlighting the sensitivity of their re-
sults to subtle experimental variations such as the seed used to shuffle
fine-tuning data. The authors advocate for incorporating error bars and
standard deviations when reporting results to account for this variabil-
ity, which is common practice in other domains of data science, but not
common in keyphrase generation. Through experiments with T5 models,
they demonstrate how small changes in experimental conditions can lead
to significant variations in model performance, particularly with larger
model sizes. Furthermore, they analyze the coherence within a family of
models and propose novel approaches to assess the stability of the model.
In general, the findings underscore the importance of considering exper-
imental variability when evaluating and comparing text-to-text models
for keyword generation tasks.
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1 Introduction

Keywords play a crucial role in a summary and retrieval of documents, providing
the reader with a brief overview of the content of the document. Maintaining
high-quality keywords is vital to improve content visibility and allow users to
easily find relevant information. Various techniques are available to automate
keyword extraction [14], including unsupervised and supervised methods. One
of the most promising approaches is the text-to-text generation technique, which
generates tags dynamically based on the input text. This method allows us to
capture not only the extracted keywords but also relevant terms that may not
be explicitly mentioned in the text. Techniques in this field employ transformer-
based neural networks such as T5 [13] and BART [6] to achieve cutting-edge
results[9–11].

In many fields of data science, it is considered best practice to incorporate
error bars when presenting findings, accounting for variations stemming from
different random seeds across multiple experiments. This methodology is fre-
quently endorsed by various conferences, as evidenced by the guidelines outlined
in the NeurIPS checklist 1. However, in the field of keyphrase generation, it is not

1 https://neurips.cc/Conferences/2022/PaperInformation/PaperChecklist
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customary to repeat experiments with different seeds and subsequently report
standard deviations [11].

In this study, our objective is to examine this conventional practice. Our
inquiry is prompted by the experiments described in [12], where two models
exhibit disparities in their results, even starting from the same base model and
probably trained on the same dataset. We seek to investigate the degree of
sensitivity of the T5 models to subtle alterations under experimental conditions.

2 Related work

There are various techniques to automate keyword extraction [14], including un-
supervised [17, 9] and supervised methods. The text-to-text approach to keyword
extraction utilized in this paper falls within the supervised domain, which can
be further classified into two groups: (i) classification with a closed set of labels
[8, 12], and (ii) classification with an open set of labels [18, 7], both of which
have been applied to this task. Recently, there has been increasing attention
among researchers towards the use of T5 for keyword extraction [9–11]. The
sensitivity of text-to-text models to subtle experimental conditions, to the best
of the authors’ knowledge, has not been thoroughly explored in the literature.
However, the impact of minor experimental variations has been studied in other
domains of machine learning [4], including natural language processing [1], image
recognition [2], and out-of-distribution detection [15].

3 Method

The T5 [13] models are trained for the keyword extraction task using transfer
learning. We start with a pre-trained base model and fine-tune it to generate a
sequence of keywords from the original text, which is prefixed with a prompt.
Our chosen prompt is ”generate keywords: ”. During experiments, we used base
models for English [13] and Polish (pltT5) [3]. Evaluation of fine-tuned mod-
els requires metrics that compare the results obtained with those of the target
ones. We utilize three metrics: F1 score, a custom metric based on set similar-
ity and semantic similarity. In this paper, we use the ”micro” F1 score, which
is calculated globally by summing the total true positives, false negatives, and
false positives. One of the drawbacks of the F1 metric is its lack of symmetry,
which means that its value can change when we replace targets with the results
obtained. To address this, we propose a modification of the F1 metric, denoted
here as keysim. The concept originates from the idea of similarity between sets
(the target and the obtained keywords). We propose to calculate the similarity
between sets a and b as the number of common elements divided by the number
of elements in the first set (a). Since this metric is asymmetric, we symmetrize
it using the harmonic mean (similar to the F1 metric). Finally, averaging these
similarities, among the n examples, we can derive the desired metric:

keysim =
1

n

n∑
i=1

2|ai ∩ bi|
|ai|+ |bi|

, (1)
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where ai, bi represent the targets and results.
The F1 and keysim evaluate keywords as discrete symbols, without consid-

ering the existence of synonyms in the language and the subjective nature of
keywords. Therefore, it is valuable to evaluate keyword generators by incorpo-
rating semantic similarity between them. Once again, we will average the simi-
larities for each sample. The semantic similarity between two words is commonly
calculated using word embeddings [5]. We will follow this approach by initially
defining the similarity between a keyword x and a set of keywords a as the max-
imum cosine similarity between an embedding of the word (word2vec(x)) and
all keyword embeddings from the set (word2vec(ai)), i.e.:

sim(x, a) = max
i=1...|a|

cos (word2vec(x), word2vec(ai)) . (2)

In the experiments reported, we generated embeddings for keywords using fast-
Text models [5] for English and Polish. With the word-to-set similarity estab-
lished, we can define the similarity between two sets as the average of similarities
calculated using Eq. 2. As the compared sets of keywords may have different
numbers of elements, we must average the similarities between set A and set B
and between set B and set A. Finally, by averaging over all samples (pairs of
keyword sets), we obtain the semantic similarity metric, i.e.:

semsim =
1

2n

n∑
i=1

 1

|ai|

|ai|∑
j=1

sim(ai,j , bi) +
1

|bi|

|bi|∑
j=1

sim(bi,j , ai)

 . (3)

4 Experiments and Results

4.1 Datasets

The data used to train and test the T5 models were corpora developed within
the CURLICAT project [16], exactly the Polish Open Science Metadata Corpus
(POSMAC) [9, 10] which is part of CURLICAT. POSMAC contains English and
Polish text annotated with keywords. For Polish texts, two versions were used:
a smaller subset S-PL(accessible at2) and an almost three times larger one L-PL
from [10].

4.2 Stability for Different Family of Models

T5 models are available in various sizes, typically classified as small, base, and
large, and for different languages [13]. The fine-tuned T5 model retains the struc-
ture of the base model, but its weights are adjusted during fine-tuning. For clar-
ity, in the following analysis, we will refer to a group of models derived from the
same base model and tuned on the same training set as a ”family of models.”

2 https://clip.ipipan.waw.pl/POSMAC
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The train data set is typically randomly shuffled. So, if we keep the learning rate
scheduler method unchanged, it seems as the only source of randomness that
can affect the final model and hence its quality metrics.

To test this hypothesis, we performed a series of experiments. We used three
data sets: two for Polish with different sizes (details are given in Section 4.1) and
one for English. We train each each model on the same data set five times and
show the results not as a single value, but as the mean and standard deviation.
The results of these experiments are shown in Table 1. It is evident that the
metrics vary slightly across each run.

A striking observation is the poor performance of large models, which ex-
hibit a wide range of results. We conducted a deeper investigation of this phe-
nomenon. They showed that for three runs of the large model, we observe notably
poor results. However, for the other two runs, the results are significantly bet-
ter compared to those of small models. Further examination revealed that these
underperforming models could be identified during the training phase, as they
exhibited significantly higher losses (even after the first epoch) than the runs,
yielding better results on the training sets. Similar patterns were observed with
the L-PL and EN datasets. This suggests that large models tend to struggle
during training, but such behavior can be detected early. Therefore, it is rec-
ommended to identify such runs (based on random seed values) during training
and exclude such models from further analysis.

4.3 Coherence of the Model Family

The findings of earlier sections reveal that simply changing the order of the
training data can lead to different models. Having metrics to gauge the similar-
ities between these models would be advantageous. The results presented thus

keysim [%] F1 [%] semsim [%]
dataset model average std range average std range average std range

S-PL
small 14.34 0.84 2.39 17.76 1.03 3.03 60.56 0.59 1.65
base 20.28 1.10 2.96 24.34 0.64 1.80 63.69 0.11 0.31
large 15.28 6.87 16.54 20.66 6.28 15.90 61.93 2.82 6.65

L-PL
small 15.50 0.27 0.72 19.05 0.26 0.72 61.83 0.12 0.36
base 21.42 1.04 2.96 25.72 0.78 2.13 64.87 0.31 0.84
large 15.07 5.29 15.98 21.17 5.32 16.20 61.30 2.92 8.91

EN
small 11.25 0.76 2.03 14.53 0.76 2.02 57.89 0.47 1.26
base 16.67 0.46 1.25 21.02 0.40 0.99 60.88 0.23 0.65
large 13.68 3.40 8.84 17.69 3.30 8.65 60.17 1.62 4.18

Table 1. Stability analysis of T5 models of varying sizes and fine-tuned on diverse
datasets. Each row corresponds to a model family. The results are the averages of
the quality metrics computed from five runs with different shuffle seeds. Standard
deviations and ranges (computed as the difference between the maximum and minimum
values) are also provided. Low values of standard deviation and range indicate higher
stability of the model family.

.
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far offer some insight by revealing the similarity between the model output and
the target, making the standard deviation a potential indicator of stability, es-
pecially when it exhibits low values. However, the standard deviation of quality
metrics might be overlooked because it primarily estimates the distances to the
target values rather than assessing the similarities between models within the
same family. Given that the keysim and semsim metrics are symmetric, we
can utilize them to measure the similarities between two models. By treating
one model as the target and then averaging over all pairs of models within a
family, we can obtain an indicator of the family’s coherence (with larger values
indicating greater coherence).

The results depicting the similarity between models, obtained for the test
datasets, are shown in Table 2. For a family of models comprising five fine-tuned
models (derived from five runs with different seeds), we have a total of ten pairs.
Therefore, we show the average, standard deviation, and range for each metric.
To maintain clarity, we omit the results for large models, as discussed in the
preceding section. Higher metrics values (with a maximum of 100%) indicate
greater coherence of a model family. We observe that the metrics values are
higher than those in Table 1, suggesting that the models are more similar to
each other than to the training targets. However, the values are still relatively
small, indicating significant differences between the models obtained. For the
smaller datasets (S-PL and EN), we notice that the base models are more stable
(with higher values of metrics) than the small models. However, for the L-PL
model, the trend is the opposite.

4.4 Coherence of the Family of Models for Texts Further Away
from the Original Training Set

A crucial feature of a keyword generator by text-to-text models is its ability to
generate keywords for text that span various domains [9, 11]. Since the training
set typically covers a limited domain, researchers evaluate keyword generators
in various topical domains and text genres that differ from those used during

keysim [%] semsim [%]
data model average std range average std range

S-PL
small 60.08 10.88 24.51 85.88 3.99 9.04
base 66.41 6.03 15.77 87.86 1.52 4.18

L-PL
small 72.77 1.10 3.92 90.95 0.38 1.40
base 68.20 4.19 11.91 88.72 1.25 3.88

EN
small 66.99 5.25 14.07 87.16 2.11 5.64
base 69.65 2.29 7.56 87.88 0.83 2.93

Table 2. The mean value, standard deviation, and range of the keysim and semsim
metrics calculated for all pairs of models within the same family. We suggest utilizing
these metrics as indicators of family model coherence, with higher average values sug-
gesting greater coherence.

.
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model family evaluation datasets

data model test novels French Lorem Ipsum

S-PL
small 60.08±10.88 55.71±9.17 45.41±11.62 42.46±13.19
base 66.41±6.03 65.67±3.60 57.72±3.00 24.41±17.70

L-PL
small 72.77±1.10 66.03±1.21 55.99±1.17 44.49±4.49
base 68.20±4.19 60.21±2.69 55.59±2.04 16.44±15.32

EN
small 73.16±1.34 64.23±1.88 65.89±0.96 36.85±3.16
base 72.99±0.66 67.23±0.73 62.71±1.01 29.01±4.72

Table 3. The mean value and standard deviation of the keysim metric calculated
for all pairs of models within the same family, considering test datasets and texts
originating farther from the original training data. The results indicate a consistent
decrease in the mean values, suggesting that models within the same family tend to
diverge increasingly as texts are drawn from further domains.

.

training [9, 10], or even for languages not used during training [11]. That is why
it is worth examining the coherence of each family of models against data sets
that are increasingly distant from the original training set in the sense of topic
area and languages. The benefit of the approach outlined in the preceding section
lies in its independence from the need for targets to evaluate the coherence of
the model family on a given dataset. We evaluated various model families using
their respective testing sets (so texts within an identical domain). Next, we used
texts from novels (in the same language as the training data). So texts from
other domain. It is followed by texts in French and finally random texts (Lorem
Ipsum). The results are shown in Table 3. It is noticeable that the coherence
metric, defined as the average keysim score between all pairs of models from
each family, declines as texts originate from increasingly distant domains. This
suggests a degradation in the coherence of model outputs, indicating a trend
toward randomness as the input data strays further from the training set.

5 Conclusion

We have demonstrated that text-to-text models fine-tuned for key generation
downstream tasks are sensitive to experimental factors, such as the order of
training data. These nuances influence the achieved metric values. Therefore, we
propose that the research community conducting key generation tasks should
replicate experiments using different seeds and subsequently report the results
as mean values and standard deviations. Although this approach is a de facto
standard in many areas of AI, it is not yet adopted in the domain of key gener-
ation [11].

We conducted an in-depth analysis of the coherence within a family of mod-
els. We analyzed models derived from the same training dataset and base model,
differing only in the order of their training sets used in fine-tuning, to examine
how their results vary. To assess this difference, we used the standard deviation
of quality metrics. Additionally, we proposed an original approach that analyzes

ICCS Camera Ready Version 2024
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-63759-9_14

https://dx.doi.org/10.1007/978-3-031-63759-9_14
https://dx.doi.org/10.1007/978-3-031-63759-9_14


Assessing the Stability of Text-to-Text Models 7

output between models without requiring a target dataset to evaluate model
coherence. The results illustrate how model coherence decreases across datasets
from increasingly diverse domains. This demonstrates how the responses of mod-
els within the same family, expected to be highly similar, become increasingly
distinct for texts that are farther removed from the training set.
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