# A New Highly Efficient Preprocessing Algorithm for Convex Hull, Maximum Distance and Minimal Bounding Circle in $\mathrm{E}^{2}$ : Efficiency Analysis * 

Vaclav Skala ${ }^{[0000-0001-8886-4281] ~}$<br>University of West Bohemia, Faculty of Applied Sciences<br>Dept. of Computer Science and Engineering<br>Pilsen, CZ 301 00, Czech Republic<br>skala@kiv.zcu.cz


#### Abstract

This contribution describes an efficient and simple preprocessing algorithm for finding a convex hull, maximum distance of points or convex hull diameter, and the smallest enclosing circle in $E^{2}$. The proposed algorithm is convenient for large data sets with unknown intervals and ranges of the data sets. It is based on efficient preprocessing, which significantly reduces points used in final processing by standard available algorithms.
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## 1 Introduction

Many sophisticated algorithms are solving geometrical or computational problems, mostly evaluated according to their computational (asymptotic) complexity expecting the number of processed elements $N \mapsto \infty$.

Algorithms like maximum distance of points, i.e. convex hull diameter, convex hull, and minimal enclosing circle in $E^{2}$ are typical examples with known computational complexities with many modifications claiming better asymptotic computational complexity and faster run-time. Usually, a small attention is given to possible preprocessing strategies, which can significantly improve the total run-time and memory needed in some cases.

Let's consider an elementary problem: Find the maximum distance of two points in $E^{2}$ for the given a set $\Omega$ of points $\mathbf{x}_{i}, i=1, \ldots, N$ and $N$ is "reasonably" high. There are several strategies:

1. Simple algorithm based on mutual finding $d_{\max }=\max _{i, j, \& i<j}\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|_{2}$

It leads to $O\left(N^{2}\right)$ the computational complexity (the algorithm requires $N(N-1) / 2$ steps $)$, which is prohibitive even for a small $N$.

[^0]2. Convex Hull (CH) computation, e.g. using the Kirkpatrick-Seidel algorithm [1] with $O(N \log h)$, followed by finding a maximum distance of the remaining $h \ll N$ convex hull points using the algorithm with computational complexity $O\left(h^{2}\right)$. It should be noted, that of the given set $\Omega$ of unordered points form a circle, the number of processed points is $h=N$.

Using the Convex Hull algorithm, can be also used to accelerate the minimum enclosing circle algorithm $[2,3,9,11,12,13,14]$. A simple and efficient algorithm for finding the minimum distance of points was introduced in $[5,6,7,8]$, see Fig.2.


Fig. 1: Data domain subdivision; courtesy [10].

The algorithm uses a preprocessing with computational complexity $O(N)$ based on simple steps:

1. Find the Axis Aligned Bounding Box (AABB) of points in the given data set $\Omega$.
2. Find the maximum mutual distance $d=\max \{\operatorname{dist}(A C), \operatorname{dist}(B D)\}$.
3. Split points into data subsets $\Omega_{0}, \ldots, \Omega_{4}$, see Fig.1, subset are defined by arcs given by the radius $d$ and by the corners of the AABB.
Points inside the subsets $\Omega_{0}$ can be removed from the further processing directly.
4. Find the maximum mutual distance of points in pairs of subsets: $\left(\Omega_{1}, \Omega_{3}\right)$, $\left(\Omega_{2}, \Omega_{4}\right),\left(\Omega_{1}, \Omega_{2}\right),\left(\Omega_{2}, \Omega_{4}\right),\left(\Omega_{3}, \Omega_{4}\right),\left(\Omega_{4}, \Omega_{1}\right)$.

In the case of the uniform point's distribution, this approach leads to a maximum distance algorithm with computational complexity $O_{\text {expected }}(N)$, see Fig.2. Detailed descriptions can be found in $[5,10]$.

Several modifications of the that based on orthogonal and polar space subdivision [6,9], extension used in 3D convex hull algorithm [8], etc. However, by a deeper analysis of the preprocessing step, additional significant improvements can be made.


Fig. 2: Maximum distance speed-up of the Quick Hull and the Quick Hull with the original preprocessing; courtesy [10].

## 2 Proposed preprocessing algorithm

The original preprocessing for the reduction of points needs to find a min-max box (AABB), which requires $O(N)$ computation. Despite the liner complexity, this step is time-consuming if large data sets are to be processed, or a limited storage of incoming data is available, e.g. in the stream data processing.


Fig. 3: Squared and rectangular areas and the selection function influence

### 2.1 Basic idea

Let us consider situations in Fig.3. In the case of the square data domain, Fig.3a, the tests based on a circular segment containment or a half-space test seem to
be more or less equivalent. In the case of the rectangular AABB, Fig.3b, the circular segment test is more efficient. However, the areas $\Omega_{i}, i=1, \ldots, 4$ are too large.

It can be seen that the area of points which can be directly excluded is significantly larger. If the AABBox is known, the closest points to the AABBox corners can be found, see Fig.4, with the computational complexity $O(N)$.

If the AABBox is known, the nearest points to the AABBox vertices can be found with computational complexity $O(N)$. Then the area $\Omega_{0}$ is defined by a convex polygon and all points inside to the area $\Omega_{0}$ can be removed from further processing. In the following step, the remaining points will be split into the other areas $\Omega_{i}$. However, this step requires additional large memory allocation.

However, the removal steps of finding AABBox and finding the closest points to the AABBox vertices lead to a more efficient algorithm.

### 2.2 Increasing efficiency

Let us assume, that from a small sample of points, the AABBox and the closest points to the AABBox vertices are obtained. Then the extreme points on the AABBox edges form separating half-planes defined by points $A, C$ and $B, D$, see Fig. 4.


Fig. 4: Spliting the dataset to subsets $\Omega_{i}$

It means, that for any point determining to which set of points it belongs to, is computationally simple. Even more, each basic area is split to areas $\Omega_{i}, \Omega_{i 0}$ and $\Omega_{i 1}$ which are formed by the points $E, F, G, H$, i.e. the points closest the

AABBox vertices found so far. The point-in-area test is computationally simple as only tests for two half-planes given by points $A, E$ and $E, B$ are needed in the case of $\Omega_{i}, \Omega_{i 0}$ and $\Omega_{i 1}$, similarly for other areas.

Then, for all points $\boldsymbol{\xi}$ in the given data set $\Omega$ the following steps are made.

1. will fall into the convex hull of those points or one of the side areas outside; the point is excluded from further processing, or
2. change of the position of some points of the convex hull, i.e. new closest point to an AABBox vertex found, then the half-planes given by points $A, E$ and $E, B$ has to be recomputed, or
3. change of the position of extreme points forming AABBox, e.g. position of the point $A$, then the half-planes $A, E$ and $H, A$ have to be recomputed and check if the vertices $H$ and $E$ remained convex; in the concave case, the relevant vertex has to be replaced by a virtual one laying the line $A B$ or $D A$, see Fig. 4 .

Note, that the AABBox and eight-point convex hull are changing dynamically as points are processed with the complete computational complexity $O(N)$.

However, the areas $\Omega_{i 0}$ and $\Omega_{i 1}$ contain also invalid points due to their incremental construction, and have to be rechecked and non-relevant points have to be removed.

After those two steps above, eight subsets $\Omega_{i 0}$ and $\Omega_{i 1}, i=0, \ldots, 3$ are obtained and their points are used for further processing. In the maximum distance case, the opposite areas are to be tested similarly as in $[5,6]$.

There are two different situations in dynamically building the approximate convex hull, i.e. a new point $\boldsymbol{\xi}$ :

1. is changing the AABB
2. does not change the AABB

In the case, when the new point $\boldsymbol{\xi}$ does not change the AABB , the simple half-planes tests are to be used, see Tab.1:

| $p_{A}>0$ | $p_{B}>0$ | $\Omega_{i}$ |
| :---: | :---: | :---: |
| + | + | $\Omega_{0}$ |
| + | - | $\Omega_{1}$ |
| - | + | $\Omega_{3}$ |
| - | - | $\Omega_{2}$ |

Table 1: Conditions for splitting the $\Omega$ dataset into datasets $\Omega_{i}$

Let us consider a new point $\boldsymbol{\xi}$ in the $\Omega_{0}$ area. There are the following possible cases:

- the point $\boldsymbol{\xi}$ is closer to the AABB corner $P$ than the CH corner $E$, then the point $\boldsymbol{\xi}$ replaces the CH point $E$, Fig. 5 , and the line $p_{P}$ has to be recomputed, i.e. the areas $\Omega_{00}$ and $\Omega_{01}$ are changed.
- the position of the point $\boldsymbol{\xi}$ can be in an area $\Omega_{00}$ or $\Omega_{01}$. If the point $\boldsymbol{\xi}$ is in the area $\Omega_{00}$, resp. $\Omega_{01}$, the point is stored in the relevant list.
- the point $\boldsymbol{\xi}$ is not in area $\Omega_{00}$ nor $\Omega_{01}$, the point is removed from the future processing.


Fig. 5: Corner detail with $\Omega_{00}$ and $\Omega_{01}$ subareas specification

Now, an approximate convex hull (A-CH) has been constructed. It is defined by eight points, i.e. $A, E, B, F, C, G, D, H, A$. It means, that after this preprocessing step of all points with $O(N)$ complexity, points are:

- some points are stored in the lists $\Omega_{i 0}$, resp. $\Omega_{i 1}, i=0, \ldots, 3$,
- some points have been removed directly during this preprocessing step.

Now, points in $\Omega_{i 0}$ and $\Omega_{i 1}$ are re-checked and points inside the A-CH are to be removed. It means, that points inside the $\Omega_{i 0}$, resp. $\Omega_{i 1}, i=0, \ldots, 3$ areas form only a very small fraction of the original data set.

### 2.3 Preprocessing efficiency

The preprocessing algorithm described above is of the $O(N)$ computational complexity and computational requirements are very low, actually half-plane tests only ${ }^{1}$. As the preprocessing algorithm is intended for algorithms with a higher computational complexity, the efficiency of the preprocessing algorithm is an important issue.

For the sake of simplicity, let us consider data from the domain $[0,1] \times[0,1]$ with $N=n^{2}$ points, and points forming the AABBox are in the middle of the AABB edges. Fig.6a presents a detail of the AABB corner areas, formed by a square and two triangles.

[^1]

Fig. 6: Preprocessing efficiency

Then the "blue zones" in Fig.6a consists of a square of the size $1 / n \times 1 / n$ and two triangles of the size $1 / n \times(0.5-1 / n)$. The area contains $M=1 /(2 n)$ points.

It means, that points inside the convex hull can be removed directly and only $4 /(2 n)$ of points of four corners need to be further processed. It leads to the preprocessing efficiency estimation of this step $\nu$, Fig.6b:

$$
\begin{equation*}
\nu=\frac{N}{4 M}=\frac{n^{2}}{4 \frac{1}{2 n}}=\frac{n^{3}}{2} \quad, \quad \nu=O\left(n^{3}\right)=O(N \sqrt{N}) \tag{1}
\end{equation*}
$$

The efficiency of preprocessing grows $O\left(n^{3}\right)$, resp. $O(N \sqrt{N})$, where $N$ is the number of points in the given data set.

## 3 Conclusion

The proposed preprocessing algorithm with the $O(N)$ computational complexity has been introduced. It can be used directly with an advantage for the solution of many geometrical problems with higher computational complexity the $O(N)$, e.g. for a convex hull, a diameter of a convex hull, smallest enclosing circle computations, etc. An extension for the $E^{3}$ case is expected.
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