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Abstract. The Chilean coast is a very seismically active region. In the
21st century, the Chilean region experienced 19 earthquakes with a mag-
nitude of 6.2 to 8.8, where 597 people were killed. The most dangerous
earthquakes occur at the bottom of the ocean. The tsunamis they cause
are very dangerous for residents of the surrounding coasts. In 2010, as
many as 525 people died in a destructive tsunami caused by an un-
derwater earthquake. Our research paper aims to develop a tsunami
simulator based on the modern methodology of Physics Informed Neu-
ral Networks (PINN). We test our model using a tsunami caused by a
hypothetical earthquake off the coast of the densely populated area of
Valparaiso, Chile. We employ a longest-edge refinement algorithm ex-
pressed by graph transformation rules to generate a sequence of trian-
gular computational meshes approximating the seabed and seashore of
the Valparaiso area based on the Global Multi-Resolution Topography
Data available. For the training of the PINN, we employ points from the
vertices of the generated triangular mesh.

1 Introduction

Tsunami waves (or just tsunamis) are "high-energy" ocean waves caused by the
sudden displacement of large masses of ocean water, originating most frequently

ICCS Camera Ready Version 2024
To cite this paper please use the final published version:
DOI] 10.1007/978-3-031-63751-3_14 |



https://dx.doi.org/10.1007/978-3-031-63751-3_14
https://dx.doi.org/10.1007/978-3-031-63751-3_14

2 A. Niewiadomska, et.al.

from (high-magnitude) (underwater) earthquakes (or, less frequently, from un-
derwater volcanic eruptions, calving of glaciers, massive landslides or meteorite
impacts). Despite the high energy and moving at speeds of up to several hundred
kilometers per hour, due to their low height (up to several dozen centimeters)
and long length (up to several hundred kilometers), tsunami waves may even
be unnoticed in the open ocean. The situation changes, however, dramatically
when they reach the coastal zone, where they accumulate (often rapidly) and,
reaching heights of up to several dozen meters, break onto the land, flooding and
destroying everything that comes within their range of influence.

Due to their unpredictable nature, devastating power, and huge area and
range of impact, we, as humankind, can still not predict their occurrence with
100% effectiveness and in a long enough advance to get a chance to evacuate
people from endangered areas. Also, it is not possible to keep all the endan-
gered areas like a greenfield or uninhabited sites, so as important as improving
the methods and tools for monitoring and warning against their occurrence, an
important direction of research are methods and techniques for modeling the
propagation and behavior of these waves (especially while reaching the coastal
zones) to make it possible and reliable to simulate the potential impact of their
occurrence and, for example, to adjust evacuation routes, procedures, and coastal
areas development plans appropriately to minimize their potential devastating
effects.

Due to the high seismic activity, tsunami waves are (most) frequently ob-
served in the Pacific region, where in the so-called (Pacific) Ring of Fire, or the
Circum-Pacific Seismic Belt, there are most of Earth’s active volcanoes located
(more than 450 in total) and approximately 90% of all earthquakes in the world
occur.

One of the countries particularly exposed to the devastating effects of tsunami
waves due to its location in the area of the Circum-Pacific Seismic Belt, the length
of the coastline (approximately 6.5 thousand kilometers), and a large number of
islands and islets located near the coastline and in the open ocean (around 3,000
in total) is south-American Chile. How real is that dangerous for the Chilean
territory (and the coast in particular) let it be proven by the fact that on the
list of the strongest earthquakes recorded in history, as many as five can be
classified as located in the Chilean region (coastline or the interior), including
so-called the Great Chilean Earthquake, on May 22, 1960, considered, with the
magnitude of 9.5 Richter degrees, as the strongest earthquake recorded so far
in the history of seismic measurements. So, that is the direct motivation for the
research undertaken and discussed in this paper.

As for the particular region considered in our research, we focused on the
Valparaiso area. It has been chosen for two reasons. First, it is located approxi-
mately halfway along Chile’s coastline so that the results may be representative
of the broader part of the Chilean coast. Second, Valparaiso (the city and the
region) is one of Chili’s most densely populated and urbanized regions. Also,
it is one of the most popular tourist regions on the west coast of South Amer-
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ica, so the topic may be even more important and interesting for the Chilean
community, researchers, and authorities.

The goal of this paper is to develop the Physics Informed Neural Network
(PINN) model of a tsunami based on non-linear wave equations and the to-
pography of the seabed and seashore in the Valparaiso region of Chile. Prof.
Karniadakis proposed the PINN citecl in 2019 as a method of solving Partial
Differential Equations (PDEs) by training the neural networks. PINN has been
implemented in the DeepXDE library [9]. It is an extensive library supporting
TensorFlow, PyTorch, JAX, and PaddlePaddle, with huge functionality, includ-
ing ODEs, PDEs, complex geometries, and different initial and boundary condi-
tions for solving forward and inverse problems. Another library for solving the
wave equation, Allan-Cahn equations, Volterra integrodifferential equations, and
variational minimization problems is IDRLnet [10], which uses pytorch, numpy,
and Matplotlib.

In this paper, we have implemented the PINN solver for the non-linear wave
equation using our PINN-2DT library [14] implemented in PyTorch and executed
in GoogleColab. It enables simple implementation and execution of the wave-
equation simulations. The novelty of our computational method lies in the fact
that we select the points for training PINN residuals following the adaptive mesh
refinement procedure. Namely, we employ a longest-edge refinement algorithm
[17] to generate an accurate triangular computational mesh approximating the
seabed and seashore of the Valparaiso area. Our adaptive method employs the
Global Multi-Resolution Topography Database (GMRT) [11]. We express the
longest-edge refinement algorithm by graph transformation rules. For the train-
ing of the PINN, we use the points from the vertices of the generated triangular
mesh. Following the ideas presented in our previous model [18, 19, 8], we express
the triangular mesh refinement algorithm by a set of graph transformation rules.

Alternative available state-of-the-art simulators are based on finite volume
method (GeoClaw [20]), finite difference method (COMCOT [21], CoulWAVE
[22]), a hybrid of finite difference-finite volume methods (Celeris base [23]), or
finite element method [8]. We verify the correctness of our PINN simulator by
comparing it to the finite element method solver [8] executed on the model
"pool" example. The PINN model’s potential advantage over the finite element
method solver lies mainly in its simplicity of implementation, employing space-
time formulations, and lack of problems with time stepping and stabilization.

2 Modeling of tsunami wave with Physics Informed
Neural Networks

Our basic model for simulations of the tsunami waves is based on the formulation
using the wave equation described in [8]. Let us focus on a strong form of the
wave equation: Find u € C?(0,1) for (z,y) € 2 =[0,1]2, ¢ € [0,T] such that:

Folernd) (2.2 (stuteat) - =) (55240 ) 0. @)

(z,y,t) € 2 x[0,T7,
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Here z(x,y) stands for the bathymetry (the seabed and the seashore topog-
raphy function), g = 9,81 is the acceleration due to the Earth’s gravity, and
u(z,y,t) represents the water level. We start the simulation by assuming the
initial tsunami wave shape:

u(z,y,0) = uo(z,y), (x,y) € L. (2)
We assume the no-reflection zero-Neumann boundary condition:

ou

So=0, on 02 x [0,T). (3)

We expand the wave equation PDE by computing the partial derivatives:

W B (g (au(g,xy,t az(a;y ) ou(z,y,t )
—(g< (2,0 1) — 2(z 1)) 2 (”“" v ))
_(g (‘%(gjy% - sty)auwy, )

(s (utit) = o) T (@)

We employ the Physics Informed Neural Network approach, proposed by
Karniadakis [1]. The neural network is understood there as a continuous function
that represents the solution:

x
u(z,y,t) = PINN(x,y,t) = Apo | An—10(...0(A1 |y| + B1)... + Bn—1 | + B45)
t

Here, A; represents the matrices of layers of the neural network, and B; repre-
sents the bias vectors. Also, o is the activation function.

We choose the sigmoid activation function after our analysis in [2], where
we show it best fits for wave equation training with PINN. In our training, we
employed three internal layers, each one with 300 neurons. The motivation was
that a smaller number of neural networks (4 layers with 80 neurons) experience
some problems with the training of the wave equations.

We define the loss function as the residual of the PDE.
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Fig. 1: Physics informed neural network as a continuous function representing
a solution function. The matrix entries A, ALl A represents the weight of
edges connecting the neurons. The vector entries BY, B BY represent the biases
assigned to neurons.

LOSSPDE(x y,
(82PINN( LY, t) ( <3PINN(:C,y,t) 0z(x, )> 3PINN (z,y,t
— (g _

ot? Oz oz

< (PINN(z,y,t) — 2(z,y)) 92

3 OPINN (z,y,t)  0z(z,y) 8PINN (z,y,t
g dy oy

82PINN (z,y,t >

82PINN (z,y,1t)
On top of the loss function related to the residual of the PDE, we also need
to define the loss function for training the initial condition ug(z,y):

LOSSIm't(xayvo) = (PINN(‘T7y?O) - Uo(.’lﬁ,y))z (7)

We also define the loss of the residual of the Neumann boundary condition:

2
OPINN (z,y,t) _0> . )

LOSSpc(z,y,t) = ( o

During the training, we adjust the weights of the matrices representing the
neural network layers. We also adjust entries of the vector representing the neural
network biases. This is done by using the derivatives of the neural network with
respect to particular entries. The sketch of the gradient descent procedure is the
following:

The sketch of the training procedure is the following
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— Repeat
e Select points (z,y,t) € £2x[0,T] from vertices of the computational mesh

(excluding its boundary edges) approximating the bathymetry, update

. k k; aLOSSpDE(x‘,yt) k _ k aLOSSpDE(x,yt)
the Welghts A A — BA— B B T

e Select point (:v y) € 09 from vertices of the computational mesh located

on its boundary, appr0x1mat1ng the seabed and the seashore, and update

; Ak k 8LOSSBc(w yt) pk _ Rk _ aLOSSBc( z,y,t)
the weights: A7, = A7 T BF = B! T

e Select point (z,y,0) € _Q x {0} from vertices of the computatlonal mesh
located on its boundary at time moment 0, update the weights AZ’ :
Ak 5LOSSImf( £,y,0) Bk Bk aLOSSIn'th(‘L7y70)

0Ak

OB
— Until wpDELOSSpDE + chLOSSBc Wit LOSSmis < 6

As for the parameters, we run our experiments with the following setup:

— Maximum number of epochs: 15000,
— 1 =0.00015 (lines 4,5 and 6).

The selection of the training rate came from experimenting with smaller and
larger values. The weights wppg, wpc, Wyt are selected by the adaptive loss
weighting of Neural Networks with multi-part loss functions method.

During the training procedure, we employ the ADAM algorithm [3], storing
the derivatives computed in previous iterations and taking the weighted average
to modify the neural network’s weights. In this way, it avoids being trapped
in local minima. There are also several modern modifications to the ADAM
algorithm available [6,4, 5], but ADAM seems to be the most popular one.

3 Verification of the code

To verify the correctness of the PINN, we compare with finite element method
[8] executed on the "pool" scenario, using the non-linear wave equation
0%u
ot?
We employ a Bubnov-Galerkin [24] finite element method for spatial discretiza-

tion and an explicit finite difference time-stepping scheme for temporal dis-

cretization. Namely, we introduce a finite difference approximation of the second
Pu o ur—2ui_1tui_z,

-V (g9(u—2)Vu) =0, (9)

time derivative S~ e
2
Ut = Ut—1 + Up—1 — Ug—2 + At Vv (g(ut_l — Z)Vut_l)(l())
~~ —~— —_—— ) ~~
Next state Previous state  States difference (Time step)? Physics

We multiply by test functions v, integrate by parts, and apply the boundary

conditions Vu; - n = 0. We solve: Find v € V:
(ug,v) = (up—1,v) + C (ug—1 — Us—2,v) (11)
—A#? (9(ut—1 — 2)Vus—1,Vv) Yo eV

Following [8], we have introduced a damping constant C' in front of the wave
propagation term to stabilize the finite element formulation.
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Fig. 2: Model simulation of the wave equation in a "pool" using the finite element
method code (first row) and PINN solver (second row).

4 Generation of the computational mesh describing the
seashore and seabed near Valparaiso region

For the training of the Physics Informed Neural Network model, we select the
points as vertices of mesh triangles of the most refined mesh from the adaptive
procedure towards the GMRT [11] database data. As the refinement criterion
we estimate the error between the triangular elements approximation of the
topography and the GMRT topography data. For the adaptation, we employ
the longest-edge refinement algorithm [8]. We have executed 22 iterations of
the longest-edge refinement algorithm starting from a rectangle partitioned into
two triangles. The adaptive mesh refinements were continued until the required
topography accuracy was reached. The overview of the refinement process is
presented in Figure 3. The resulting mesh is shown in Figure 4. The mesh is
employed as a barymetry function z(x,y). On top of that mesh, we introduce
the sea level u(x,y). Table 1 presents the number of triangles and vertices of the
generated meshes. The final mesh has 91,458 triangles and 45,957 vertices. We
employ these 45,957 vertices to train the PINN model.

The longest-edge refinement algorithm employed for the generation of the
computational mesh approximating the seashore and seabed of the Valparaiso
region of Chile has been expressed by graph transformations. Some representa-
tive transformations are presented in Figures 5-6. The rules presented in this
paper are the transformation of the hyper-graph grammar implementation of
the longest-edge refinement algorithm described in [16] into the composite graph
grammar, employed previously for hp adaptive mesh refinements [15]. They ex-
press the rules for the creation of the new triangular elements in a way that
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Fig.3: The sequence of computational meshes approximating the seabed and
seashore at the Valparaiso area of Chile, obtained by executing the longest edge
refinement algorithm starting from the rectangular domain partitioned into two
triangles.
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Iteration|Number of vertices| Number of triangles

0 4 2

1 5 4

2 9 8

3 13 16

4 25 32

5 41 64

6 81 128
7 145 256
8 284 502
9 519 972
10 1008 1890
11 1834 3540
12 3443 6658
13 6050 11869
14 10126 19904
15 15492 30619
16 21144 41866
17 25205 49974
18 28103 55763
19 30909 61372
20 34409 68369
21 38808 77165
22 45957 91458

Table 1: The number of vertices and triangles generated by an adaptive longest-
edge refinement algorithm executed from two triangles.

no hanging nodes are generated in the mesh. They employ the predicates of
applicability, telling when the transformation can be executed.

5 Numerical results

After initial experiments with the ADAM optimization algorithm [3], due to the
fact that we have residual, boundary and initial loss functions, thus, the multi-
objective optimization problem, we switched to the SoftAdapt algorithm [13]
executing ADAM algorithm with adaptive weighting of three loss functions. The
convergence of these three loss functions, as well as the convergence of the total
loss function, is presented in Figure 7.

The residual loss first learns the trivial zero solution, but when the model
learns the initial and boundary conditions, it adjusts and maintains a high accu-
racy of the order of 0.001. The initial loss learns the initial state with an accuracy
of almost 0.003. The boundary loss is also trained with an accuracy of 0.001. As
a result, the PINN has learned the solution with a total loss function accuracy

of 0.003. The initial condition is given by:
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Fig.4: The final computational mesh representing the seashore and seabed near
the Valparaiso area obtained after 22 iterations of the longest-edge refinement
algorithm. The topographic mesh represents the bathymetry function z(z,y);
the sea level represents the undisturbed water level u(zx,y,t).

x=x3 La=L1/2
((R1==T) && (B1==T) && (L1>=L2) && (L1>=L3)) y=y3 B4=B1
7223 —
L5=L1/2
=3 3 B5=81
vy3 x4=(x1+x2)12
2223
ya=(y1+y2)i2
v3 24=(z1+22)2
LE=sqrt((x3-x4)24+(y3-y4)>+(23-24)2))
B=B3 B=B2  R2=F
R3=F
B=B3 E E B=B2
L L=2 >
1 E V2 1::« E xX(A £ :;22
x=x1 B=B1 =2 oot B=B4 Yoy B=B5 2
y=yi L=L1 Vv=y2 ) L=L4 o L=L5 [
z=21 z=22

Fig. 5: Production (P1).

((B4==1) 8& (L4>(L1+L2)) && (L4>=L3))
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x=x4
=4 L6=L4/2; B6=B4
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2224 y5=(y1+y4)/2
3 25=(z1+24)/2
Vv L7=sqrt((x3-x5)2+(y3-y5)*+(z3-25)))
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WTE HE 2
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z=z1 2=22 z=23

Fig. 6: Production (P2).
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Initial loss (running average)

Loss Boundary loss (running average)
102
Loss
102
1073
0 20000 60000 100000 140000
Epoch 0 20000 60000 100000 140000
Epoch
(a) (b) P
Residual loss (running average) Total loss (running average)
Loss
-2
10 Loss
102
1073
1074
0 20000 60000 100000 140000 0 20000 60000E 1:0000 140000
Epoch poc
(c) P (d)

Fig. 7: The convergence of the training for the initial (a), boundary (b), residual
(c), and total (d) loss.

uo(z,y,0) = 0.04exp <120\/(:€ —20)>+ (y — yo)Q) +0.5 (12)

in the relative units of [0, 1]? of the computational domain. This setup represents
the following interpretation. The ocean level is set at 0.5 (the middle of the
horizontal height of the domain). The seashore spans between 0.5 and 0.55,
so the initial tsunami wave height is set to 0.55 (see first panel in Figure 5).
The center of the initial tsunami wave is located in 1/5 of the domain in the x
direction and 1/2 of the domain in the y direction (see the first panel in Figure
5). The snapshots of the simulations are presented in Figure 9. We can predict
the propagation of the tsunami waves along the coastline as well as check the
water elevation in the coastal area.

6 Conclusions

In this paper, we showed how to use physics-informed neural networks to simu-
late tsunami wave propagation for an assumed seafloor and coastal topography.
Our application consisted of the following building blocks. The PINN model
used a nonlinear wave propagation equation [8]. Neural network learning was
based on the residuum of the equation, boundary condition, and initial con-
dition using the ADAM algorithm [3], adaptive loss function weight selection
[13]. The topography of the seabed and waterfront was approximated using an
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adaptive generation algorithm for computational grids built from triangular ele-
ments. Adaptation was performed using the longest-edge refinement method on
the basis of the Global Multi-Resolution Topography Database [11]. The points
selected for learning the neural network, in particular for sampling the equation
residuum, boundary, and initial condition, were chosen based on the nodes of
the generated computational grid. Having the computational meshes generated
for the coastline of Chile, it takes a couple of days for a master’s degree student
to implement and run the PINN simulator from scratch, employing the mesh
points for training. Implementing the finite element method solver [8] requires
weeks of a very careful development and debugging, including issues with the
stabilization of the simulation, proper selection of time iteration schemes, and
dealing with simulator behavior at the coastline area. The PINN solver provides
similar accuracy results as a linear finite element [8] solver. The future work may
involve comparison to higher-order finite element method solvers [25, 26].
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PINN fort = 0.0

x 0.8
10 0.0

PINN for t = 0.08

PINN fort = 0.16

Fig. 8: Snapshots from tsunami simulation near the Valparaiso region of Chile
(left panels). Changes of the coastline caused by the tsunami near the Valparaiso
region of Chile (right panels).
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Fig.9: Snapshots from tsunami simulation near the Valparaiso region of Chile
(left panels). Changes of the coastline caused by the tsunami near the Valparaiso
region of Chile (right panels).
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