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Abstract. We analyze 7826 publications from the International Con-
ference on Computational Science (ICCS) between 2001 and 2023 using
natural language processing and network analysis. We categorize com-
puter science into 13 main disciplines and 102 sub-disciplines sourced
from Wikipedia. After lemmatizing full texts of these papers, we calcu-
late the similarity scores between the papers and each sub-discipline us-
ing vectors built with TF-IDF evaluation. Among the 13 main disciplines,
machine learning & AI have become the most popular topics since 2019,
surpassing parallel & distributed computing, which peaked in the early
2010s. Modeling & simulation, and algorithms & data structure have al-
ways been popular disciplines in ICCS over the past 23 years. The most
frequently researched sub-disciplines, on average, are algorithms, numer-
ical analysis, and machine learning. Deep learning shows the most rapid
growth, while parallel computing has declined over the past 23 years in
ICCS publications. The network of sub-disciplines exhibits a scale-free
distribution, indicating certain disciplines are more connected than oth-
ers. We also present correlation analysis of sub-disciplines, both within
the same main disciplines and between different main disciplines.

Keywords: natural language processing, topic modelling, computational
science, graph theory, network analysis, scientometrics, ICCS

1 Introduction

The continuous growth and digitization of scientific publications offer exten-
sive research opportunities in scientometrics. As an integral part in science of
science, scientometrics plays a crucial role in guiding policies related to scien-
tific development [1]. Additionally, it enables exploration of the progress within
⋆ International Conference on Computational Science: http://www.iccs-meeting.org/
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current scientific research fields [2]. The necessity to utilize quantitative meth-
ods for modeling and analyzing the progress of science has emerged as a key
area of research [3]. The International Conference on Computational Science
(ICCS) is an annual conference in the field that provides a prestigious platform
for researchers, scientists, and engineers to explore computational disciplines en-
compassing mathematics and computer science [4,5,6]. Computational science
is inherently interdisciplinary, offering advanced computing methodologies for
addressing problems, identifying new issues, and shaping future directions in
physics, chemistry, social sciences, and other fields. Since its inception in 2001,
ICCS has consistently attracted an average of 340 highly cited papers per year
[4,5,6]. This remarkable achievement establishes it as one of the most influential
events within the field of computational science.

As a noteworthy asset in the field of computational science, the rapidly ex-
panding proceedings series serve as a valuable corpus for quantifying scientific
advancements. In this study, we apply a topic modeling technique to model and
analyze the content of research papers. Building upon the concept that docu-
ments consist of various topics corresponding to specific disciplines, we apply
text classification techniques and natural language processing methods to dis-
cover and analyze these topics. Utilizing a standardized corpus categorized by
discipline, we conduct an annual analysis to explore changes in the distribution
of research fields over 23 years. Simultaneously, we investigate emerging and de-
clining research fields based on their popularity. Additionally, static and dynamic
network analyses are conducted to examine how correlations between disciplines
evolve and how network structures change over time. We answer the following
questions: Which disciplines are gaining prominence or diminishing in compu-
tational science research? How have popular disciplines emerged or disappeared
over the past 23 years? What is the structure of disciplinary networks and how
does it evolve? How do correlations between disciplines change? The general
methodology and tools we present can be applied to other fields of science.

This paper will be divided into seven sections presenting our studies: Section
2 summarizes related work; Section 3 describes data collection, pre-processing,
and relevant methodologies; Section 4 demonstrates results about first-level dis-
ciplines; Section 5 provides an analysis from the perspective of second-level dis-
ciplines; Section 6 analyzes disciplinary networks; finally, Section 7 presents con-
clusions and future work.

2 Related work

As the two most commonly used topic modelling methods, Latent Dirichlet
Allocation (LDA) and Non-Negative Matrix Factorization (NMF) are widely
used [7,8,10]. Blei et al. first introduced the Latent Dirichlet Allocation (LDA) as
a generative probabilistic model to collect discrete tokens to provide an explicit
representation of a document [7]. Similar to the LDA method, Greene et al.
proposed that the NMF method can be used to model topics in documents [8].
However, some studies pointed out the disadvantages of NMF. In particular,
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Wang et al. demonstrated that NMF based topic modelling may suffer from
optimization and high computational complexity issues [9]. Pan also indicate
that the Non-Uniqueness of NMF would cause multiple different factorization
for a given input [10]. This may lead to the interpretation and comparison of
results being more challenging. The feature selection and the result of tokens
in topics would also cause differences in results, which causes ambiguity and
mislabeling.

In the analysis of ICCS publication activity in 2017, Abuhay et al. used
the NMF topic modelling method and classified the corpus into 13 high-level
topics [12,13]. The authors found that modelling, HPC and e-science were the
most popular topics between 2001 and 2017 [13]. However, as the disadvantage
stated from previous research: NMF topic modelling is not unique and requires
manually labelling the extracted keywords in the topics. It may cause ambigu-
ity, non-exclusive, and cannot be extended to other fields or subjects. On the
other hand, the research focus on computer science has changed since 2017. The
Council of Europe and the European Union reported that machine learning and
artificial intelligence experienced a rapid increase after 2016 and had a profound
impact on society [14,15]. The application and research on machine learning in-
creased rapidly after 2018 [15]. It is necessary to re-evaluate the most popular
topics in computational science after 2017 and see if new topics have emerged.

In terms of text similarity comparison, past research indicates the method of
comparing the cosine similarity of TF-IDF vector to measure similarity between
papers [16,17,18,19]. Gunawan et al. demonstrated that a measure of cosine
Similarity could be implemented to classify papers into subject types from text
keywords [16]. The study gives a method to classify the research fields of the
document from a series of keywords. When comparing highly specialized termi-
nologies or disciplines, a corpus that is standardized into a unique document-
term matrix shows its advantages in labeling documents. Wang et al. pointed
out the shortcomings of the traditional "Bag of Words" (BoW) representation
and introduced a method of using Wikipedia to apply content-based measure
to compare the similarity between two texts [19]. Although Wang et al. indi-
cated that Wikipedia’s category structure does not form a tree taxonomy, but
a directed acyclic graph in which multiple classification schemes coexist simul-
taneously [19]. This suggests that the method can be improved by building tree
structures of domains with parents and subclasses. By applying the TF-IDF
vector and the cosine similarity, terminologies within the disciplines of computer
science can be compared. Nastase et al. [20] also pointed out that the knowledge
base of Wikipedia could be transformed into a large-scale multilingual concept
network. On the other side, the Association for Computing Machinery (ACM)
classified the entire underlying disciplines of computer and computational sci-
ence into 17 bodies of knowledge and dozens of sub-disciplines [21]. Curlie also
provides related classification libraries in the field of computer science [22].
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3 Data collection & preprocessing

In this study, the data is divided into two corpora: ICCS corpus and classifi-
cation corpus. We collected all the papers published in the ICCS proceedings by
Springer Lecture Notes in Computer Science (LNCS) (2001 - 2009 & 2018 - 2023),
as well as Elsevier Procedia Computer Science from 2010 to 2017 [4,12,13]. The
links to published volumes can be found in the conference webpage. The ICCS
corpus encompasses 7826 papers over the twenty-three years, which is 340 pa-
pers on average each year with an average length of ten pages each. For the
text classification corpus, we referred to the computer science curricula for 2023
provided by the Association for Computing Machinery (ACM) [21] and Curlie’s
outline of computer science [22] to classify computer science into thirteen first-
level disciplines and one hundred and two second-level disciplines (see Table 1).
We utilized Wikipedia’s public API known as English Wikipedia API to extract
the textual content as the second-level discipline standard classification library
[19,20].

We perform the following pre-processes to the text content:
1) We removed the HTML tags and the unrelated content from the classifica-
tion corpus to create a standardized classification corpus for each second-level
discipline.
2) In the ICCS corpus, we first standardized all the documents into text. We only
keep the main content of the papers (from abstract to conclusion & discussion).
3) We removed all the English stop words, punctuation marks, and numbers,
which contain no topical information. We extracted and excluded information
such as place name, names, organization, etc. which may interfere with the clas-
sification process.
4) We chose lemmatisation instead of Porter stemmization to standardise differ-
ent forms of words used by authors for grammatical reasons without changing
the information the word contains [13].

4 The first-level disciplines of ICCS papers

After applying the TF-IDF vectorizer to generate the document-term ma-
trices, we computed the cosine similarity between ICCS papers and the corpus
of each second-level discipline. Initially, we examined the topical structure of
first-level disciplines. Similar to most topic modelling problems encountered, it
is crucial to determine the number of disciplines (K) in each paper. The exclu-
sive classification between the disciplines prevents the disadvantage of numerous
highly similar topics. On the other hand, a large number of chosen disciplines
will lead to irrelevant topics being included. Consequently, we conducted five
preliminary experiments with K = 10, 20, 30, 40, 50 respectively. Based on our
experiment results, we decided to adopt K = 20 as it represents a significant
number of strongly relevant disciplines (see Table 2). Comparing this result with
that from 2017 revealed a high degree of similarity between both methods which
further validated our approach [13].
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Table 1. Discipline classification structure

First-level disciplines Number of second-level disciplines

Mathematical foundations 8
Modelling and simulation 6
Algorithms and data structures 7
Machine learning & AI 10
Network and security 7
Computer architecture 5
Computer graphics 5
Parallel, and distributed systems 8
Database 5
Programming languages and compilers 10
Scientific computing & Interdisciplinary 14
Software engineering 11
Theory of computation 6

Table 2. Comparison of new results with the previous analysis [12,13]: Pearson cor-
relation coefficient R for different number of topics K. The p-values are indicated by
stars: ∗p < 0.1 , ∗∗p < 0.05 , ∗∗∗p < 0.01

Old & new disciplines K = 10 K = 20 K = 30 K = 40 K = 50

Machine Learning 0.252 0.578∗∗∗ 0.161 0.086 -0.310
Network & Security 0.919∗∗∗ 0.919∗∗∗ 0.817∗∗∗ 0.886∗∗∗ 0.809∗∗∗

HPC 0.803∗∗∗ 0.820∗∗∗ 0.829∗∗∗ 0.832∗∗∗ 0.822∗∗∗

Programming 0.610∗∗∗ 0.638∗∗∗ 0.636∗∗∗ 0.607∗∗∗ 0.760∗∗∗

We then calculated the popularity score for each year by aggregating the
similarity scores across all first-level disciplines. To ensure comparability among
different years’ popularity scores, we standardized them into average popularity
scores per every 100 papers. After smoothing the data to observe long-term
trend by calculating the rolling mean using a window size of 2, thirteen first-
level disciplines displays different trends during the past 23 years (see Fig 1).
Simultaneously, we calculated and visualized the proportion distribution among
these thirteen first-level disciplines (see Fig 2).

We look into some key time points to study the change of proportions of the
first-level discipline (See Fig 1 & 2). Combining the two sets of figures, we can
draw some results:

1. Machine learning & artificial intelligence did not garner significant atten-
tion prior to 2016. It was only in 2017 that topics related to machine learning &
artificial intelligence began exhibiting a growth trajectory. In 2019, it surpassed
modelling and simulation to emerge as the most prominent topics in ICCS. Fig 2
illustrates an escalating proportion of machine learning & artificial intelligence
across the entire corpus, encompassing a substantial share of total topics at
approximately 26.2% by 2023.
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Fig. 1. The trend of popularity scores for the first-level disciplines

Fig. 2. The percentage of each discipline

2. Parallel and distributed computing has undergone significant transforma-
tions over the past 23 years. It exhibited a fluctuating and declining trend from
2001 to 2007, followed by rapid growth after 2008 that culminated in its peak in
2012 at 18%. During the period between 2011 and 2014, it remained the most
sought-after topic. However, its proportion gradually decreased after 2015, ac-
counting for only 5.4% of the total research popularity in 2023. This observation
aligns closely with the intense competition of supercomputers between 2009 and
2016 when there was a two-order-of-magnitude improvement in the performance
of the fastest supercomputer (Jaguar:1.759 PFLOPS - Sunway TaihuLight:93.01
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PFLOPS) [23]. In other periods, high-performance computing has never experi-
enced such remarkable progress.

3. Under the 23-year time frame, modelling & simulation and algorithms &
data structures have always been popular among all the ICCS papers. The pro-
portion illustrates that the two disciplines cover more than 30% of the topic (see
Fig 2). It implies the essential contribution of these two disciplines toward com-
puter science and computational science. Among other theoretical disciplines,
such as the theory of computation and mathematical foundation, they show a
stable trend with no significant increase or decrease.

4. Notably, we notice the Network & Security experienced a rise from 2003
to 2008 and reached its peak in 2007 at 6.9%. This finding aligns with the
results of the 2017 study which shows the same sudden increase [12,13]. The
explanation is the growing interest in early IPv6 deployment within universities
[24]. These academic institutions provided a testing platform for evaluating and
pre-commercializing IPv6 products and networks.

5 The second-level disciplines

After analysing the topical trends of the first-level disciplines, we then study
the evolution of the second-level disciplines. We first look into the average rank
of the second-level disciplines (see Table 3). Throughout the entire span of 23
years, algorithms, numerical analysis, machine learning, mathematical models,
and computer simulation emerge as consistently popular research topics that
align closely with computational science. Subsequently, we explore the most
prevalent secondary disciplines in 2023 (see Table 3). Notably, machine learning
and artificial intelligence-related disciplines dominate six positions. This finding
corroborates our earlier observations from first-level discipline trends: Machine
learning and artificial intelligence-related topics are progressively gaining popu-
larity.

We then analyze the evolution of the second-level disciplines. The disci-
plines are sorted based on changes in popularity scores, and we rank the ten
most increased and decreased second-level disciplines (see Fig 3). According
to Fig 3, deep learning shares the highest contribution in research popularity
growth within machine learning & artificial intelligence. Deep learning is the
most important driving force behind the rapid growth of artificial intelligence.
It is followed by cross-validation, machine learning, reinforcement learning, and
artificial intelligence. In terms of data science categories, data mining undergoes
rapid development from 2005 to 2012. Agent-based modeling (ABM) stabilizes
after a period of rapid growth between 2003 and 2010. Concerning scientific com-
puting & interdisciplinary applications, computational social science contributes
significantly to the growth of its first-level disciplines. Additionally, mathemati-
cal modeling exhibits a strong increase after 2017.

We then look into Fig 3 bottom to explore the top ten decreasing disciplines.
The second-level disciplines associated with parallel computing, distributed com-
puting, and supercomputers have witnessed a significant decrease in popularity.
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Table 3. Top 20 second-level disciplines for 23 years and in 2023

Top 20 in 23 years Average rank Top 20 in 2023 Rank
Algorithm 2.83 Machine learning 1.00
Numerical analysis 4.13 Deep learning 2.00
Machine learning 4.61 Mathematical model 3.00
Mathematical model 5.83 Artificial intelligence 4.00
Computer simulation 7.96 Algorithm 5.00
Data & information visualization 8.35 Numerical analysis 6.00
Parallel computing 10 Computational sociology 7.00
Computational sociology 10.78 ABM 8.00
Mathematical optimization 10.82 Data & information visualization 9.00
Genetic algorithm 11.26 Data mining 10.00
GPGPU 11.52 Stochastic simulation 11.00
Stochastic simulation 11.95 Mathematical optimization 12.00
ABM 13.48 Cross-validation 13.00
Data mining 13.96 Computer simulation 14.00
Distributed computing 14.57 Scientific modelling 15.00
Computational science 15.70 Genetic algorithm 16.00
Data structure 17.96 Reinforcement learning 17.00
Artificial intelligence 18 Computational chemistry 18.00
Deep learning 20.04 GPGPU 19.00
Database 20.52 Natural language processing 20.00

It is noteworthy that these three disciplines were once the most popular and
crucial topics in computer and computational science between 2010 and 2015.
However, starting from 2016, this group of research areas has experienced a
substantial downturn. In conjunction with Table 3, it becomes evident that
the current research focus within parallel and distributed computing lies in
general-purpose graphics processing units (GPGPU). Furthermore, we observe
a diminishing presence of programming (Computer programming) and operat-
ing systems (software engineering), which have declined by 81.06% and 77.88%,
respectively. Additionally, topics such as computational complexity and compu-
tational geometry enjoyed popularity prior until 2004 but gradually faded away
after 2005.

6 The dynamic analysis of networks

We then proceed to investigate the interrelationships between topics. To con-
struct the network of disciplines, we utilize a methodology akin to previous
studies involving co-occurrence: if two disciplines are mentioned in the same
paper, it signifies a correlation between them [12,13]. Subsequently, we assign
weights to edges based on the similarity scores obtained for each discipline and
generate twenty-three undirected networks corresponding to twenty-three years.
In these networks, nodes represent disciplines, edges signify correlations among
disciplines, and edge weights indicate the strength of co-occurrence [25]. Simul-
taneously, we conduct three experiments by pruning edges below 0.01, 0.05, and
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Fig. 3. The top 10 second-level disciplines. Top: rising disciplines, bottom: falling dis-
ciplines.

0.09 respectively. We set the threshold at 0.05 for constructing networks based
on the distribution of edge weights (see Fig 4). Using Gephi software, we visual-
ize the network matrix of 2022 as an example (see Fig 5). The larger the network
node, the higher the research popularity in this disciplines. And a wider edge
means a stronger correlation between the two topics.

After analyzing the network structure, we observed that the fraction of nodes
with degree k follows a power-law distribution (f(x) = cx−α−1) where the ex-
ponent parameter α > 1, and p > 0.1 (see Table 4 & Fig 4). This indicates that
the networks are scale-free [26,27]. Additionally, we notice a decreasing trend in
both the average clustering coefficient and the total number of edges (see Table
4). Coupled with an increase in α (The exponent of the power), this suggests a
decline in network density and decentralization of the network.
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Fig. 4. Network analysis. Left: node degree distribution, right: edge weight distribution
for year 2022.

Fig. 5. The visualisation of the network - 2022.

The structure of the network is undergoing changes, and throughout the
timeline, there have been shifts in the central points and essential edges within
the network. To explore the correlation between various disciplines in the net-
works, we first look into the trend between first-level disciplines. By regarding
the division of first-level disciplines as network communities, Fig 6 shows stan-
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Table 4. The network structure & node degree distribution(2013 - 2023)

Parameters 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023

Total edges (N) 1296 1279 1328 1058 1004 823 1025 1095 794 1006 809
Cluster coefficient 0.65 0.67 0.66 0.60 0.62 0.58 0.63 0.62 0.56 0.60 0.56
The exponent α 1.83 1.96 1.77 2.60 1.68 2.24 1.85 3.68 1.80 3.00 3.20

KS statistics 0.124 0.117 0.132 0.117 0.137 0.095 0.103 0.131 0.131 0.103 0.097
p-value 0.417 0.219 0.631 0.762 0.297 0.655 0.854 0.665 0.744 0.982 0.221

dardized average intra-community and inter-community edges of each first-level
disciplines [29]. The same result as metrics in Table 4 indicates, the number of
both intra- and inter-community edges are decreasing. Each first-level disciplines
presents different characteristics. Disciplines such as algorithms & data struc-
ture, modelling & simulation, and database show strong external correlations.
Fig 6 shows that these three first-level disciplines are the highly connected hubs
of multiple disciplines and provide collaborative bridges for multidisciplinary
interactions. On the other side, disciplines such as programming languages &
compilers, software engineering, and scientific computing & interdisciplinary ap-
plication present a strong internal correlation. It suggests that these communi-
ties are more independent than other communities. Papers in these communities
have begun to form a tight internal structure which connect outwards through
few key nodes. For example, the only junction between programming languages
community and software engineering community is computer programming (see
Fig 5).

We then examine the evolution of weighted edges from the first-level disci-
plines’ perspectives. We select 2023 as an example to illustrate the heat map of
the network for both first and second-level disciplines (see Fig 7). We found that
machine learning and artificial intelligence is highly correlated with other disci-
plines. Machine learning & AI is actively collaborated with computer graphics
and scientific computing & interdisciplinary applications. This indicates that ma-
chine learning has significant impact on computer graphics and interdisciplinary
application research in 2023. Additionally, the heat maps reveal high activity
levels for database, algorithms & simulation, modeling & simulation and theory
of computation. From the perspective of computer and computational science,
data, algorithms, modelling and computational theory are the foundations of
research and the bridge between disciplines. They play a very important role
among the research of computer and computational science.

7 Conclusion & Future work

In this paper, we have discussed the changes in popular disciplines within
ICCS research over the past 23 years. The most prominent disciplines are ma-
chine learning & AI, modelling & simulation, and algorithms. From 2005 to
2008, there was a minor peak in computer network due to the rising interest in

ICCS Camera Ready Version 2024
To cite this paper please use the final published version:

DOI: 10.1007/978-3-031-63751-3_2

https://dx.doi.org/10.1007/978-3-031-63751-3_2
https://dx.doi.org/10.1007/978-3-031-63751-3_2


12 L. Luo, S. Kovalchuk, V. Krzhizhanovskaya et al.

Fig. 6. The standardised N of community edges by first-level disciplines. Top:inter-
community Bottom: intra-community

application of IPv6. Between 2009 and 2016, research focused on parallel and
distributed computing reached its zenith, which correlates with the rapid growth
of supercomputer computing power. Simultaneously, the popularity of parallel
and distributed computing on ICCS has declined after 2017. As academia and
institutions recognizes 2016 as the rise of artificial intelligence [14,15], we provide
evidence that machine learning and artificial intelligence-related research expe-
rienced rapid growth thereafter. By 2019, it surpassed modelling and simulation
as the most popular discipline.

Our network analysis revealed that the degree distribution of second-level
discipline networks are scale-free networks. This also suggests a preferential at-
tachment phenomenon where new research disciplines tend to align with existing
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Fig. 7. The heatmap of edge correlations - 2023

popular disciplines. Regarding the network structure itself, the decrease of clus-
tering coefficient and the increase of α imply that the ICCS research network
has become more decentralized over the past decade and a few nodes will have
more connections. This indicates that a few popular subjects are widely utilised
in more research, while the overall cluster structure of the research network is
gradually weaken.

At the same time, the network analysis also suggests that machine learning
& AI are interacting with multiple disciplines: we see strong correlations with
modelling & simulation, algorithms & data structures, computer graphics, and
interdisciplinary applications. The communities formed by each first-level disci-
pline also demonstrate different intra- and inter-community characteristics: Algo-
rithms, modelling & simulation and database show strong external and internal
correlations, while programming language & compilers and software engineering
present strong internal but weak external correlation.

However, we only discussed the correlation rather than the causal relationship
between disciplines due to the methodology. Future research can apply more ad-
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vanced natural language processing techniques to explore the causal relationship
for more accurate directed correlations.

Finally, it is important to note that although ICCS holds prominence within
the computational science conferences, the results may be biased due to its lim-
ited coverage. At the same time, our classification of disciplines can be further
refined. The accuracy of the results can be improved by more detailed division
of disciplines. A larger corpus with wider coverage could depict the full picture
of the entire computational science research. Towards this end, we will analyze
the corpus of publications of the Journal of Computational Science (JoCS).
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